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The implementation of a LDPC decoder for NR has two basic requirements: low complexity and high flexibility.
· Low-complexity: a min-sum (MS)-based decoder instead of a sum-product (SP)-based decoder 
· High flexibility: a permutation network that dynamically schedules hardware processors
In this contribution, we will analyze the recently proposed layered-adjusted-min-sum (AdjMS) decoder with LLR-preprocessing [2] and the permutation switch network mentioned in [1].
Discussion Implementation of LDPC Codes
AdjMS decoder with pre-scaled LLRs  
[2] shows a MS decoder has an average 0.4~0.5dB performance loss at the low code rates and up to 0.8 dB loss for code rate of 1/5 from a SP decoder. In the evaluation of LDPC decoding implementation, [1] recommends a layered-offset-MS (LOMS) decoder to achieve small decoding latency and high throughput for NR. However, it is well known that the LOMS decoder is sensitive to the SNR estimation error.
To compensate the performance loss of a LOMS decoder, [2] proposes an AdjMS with pre-scaled LLRs.   Without this pre-scaling step, the performance of a LOMS decoder for implementation evaluation in [1] would be poorer at the low code rates for all the code lengths. 
Performance Evaluation 
The details about this AdjMS decoding algorithm can be found in Section 2.1 of [2]. Figure 1 shows its sensitivity to the SNR estimation error.  
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[bookmark: _Ref463624472]Figure 1. Sensitivity of LDPC decoders to SNR estimation Error
Observation=1: A fixed point AdjMS decoder is sensitive to the SNR estimation error. 
Therefore, an AdjMS decoder requires LLR pre-scaling at the input of the decoder in the Section 2.3 [2]: 
“In [11] a pre-processing step is presented which can be applied to the received LLRs so that the decoder becomes scale invariant. The scale factor is computed based on the equation below which assumes a target operating capacity and uses the (unknown) scaled LLR of received values. More precisely, assume that  represents the scaled (unknown) magnitudes of the LLRs of received values. Here  is the total length of the codeword. Since we know the capacity (operating point) we solve for the unknown scaling constant given by  as follows. 

where  is the binary entropy function and  is the target capacity or the operating point capacity. In [11] an efficient implementation to determine this scaling constant is also described. Once the scaling constant is obtained, it is applied to the LLRs and supplied to the decoder.” 

The essential idea behind this LLR-pre-scaling is to find an optimal scale-factor (α) that maximizes a target capacity of an AWGN channel characterized by |LLR| and averaged over a N-sized codeword average them. Major concerns w.r.t. such pre-scaling LLRs are: 
· The scale-factor (α) only depends on the capacity rather than channel itself, and there is no proper Shannon capacity over fading channels (non stationary). 
·  to derive binary modulation alphabets. This may not necessarily work well for larger modulation schemes over fading channels.
· The function  is nonlinear in function of LLR, but α scales the LLRs linearly. If the scaling alpha is wrong, a wrong value for the capacity would be obtained. 
· NR channel code supports a fine granularity so that scale-factor (α) is within a large range. (Fig-2 of [6])
Proposal-1: The LLR-pre-scaling technique for AdjMS decoder should be  evaluated  especially in the presence of   fading channel. 
Implementation Evaluation
In [2], to achieve comparable performance, the AdjMS LDPC decoder requires a LLR-pre-scaling step to make the decoder blind to the LLR mismatches.
Although [2] mentions that “In [11] an efficient implementation to determine this scaling constant is also describe”, we fail to find any corresponding description about how to efficiently to find the scale-factor (α) in this reference paper. We have to analyze the implementation cost of this LLR-pre-scaling operation in the worst case of NR. 
For our best knowledge, the  can be realized by a LUT. This g(LLR,α) table consists of several sub-tables in terms of a given alpha (α). The final performance is strongly related to the number (m) and quantization (q) of the g(LLR,α). Therefore, a trade-off between performance and implementation cost is required. 
Proposal-2: Evaluation on both performance and implementation should be done to decide the number and quantization of the g(LLR,α) tables. 
Let’s consider the case widely used in [1]:  N = 40,000, K = 8,000, in which 40,000 LLR values are buffered into the input memory. To compute the capacity (Ct), the pre-scaling would result into at least (N) times LUT of g(LLR,α), (m x N) times summation,  (N) times multiplication of the computed alpha (α) to every LLRs. To support a fine-granularity code rate, we assume that m is 8. Table 1 is the comparison on the computational complexity with this LLR-pre-scaling operation to that in the table in Section 5.1 of [1] 
	
	LDPC(without pre-scaling)
	LDPC (with pre-scaling

	Add/sub/comp.
	6400 
	366,400(57.25)

	Multiplication
	0
	40,000

	LUT
	0
	40,000


[bookmark: _Ref463626321]Table 1 Computational Complexity Comparison Between with and without LLR-pre-scaling 
Observation-2: the computing complexity for the scale-factor (α) is more than 50 times higher than LOMS decoder. 
Assume that the LUT table g(LLR,α) is implemented with a wide bandwidth that allows read the (8)-set g(LLR,α) for 4x LLRs simultaneously and that a pipeline on the LUT reading and capacity summation for all (m)-set in a parallel. For further latency reduction, we assume that the scaling multiplications of all the LLRs happen during the check-node updating to hide its latency. Even with these two assumptions, this pre-scaling stage would add extra 10,000 cycles. Table 2 gives a latency comparison of with the table in Section 5.2 of [1].     
	
	LDPC(without pre-scaling)
	LDPC(with pre-scaling)

	Latency (cycle)
	3750 
	13750 (3.7x)

	Info. T/P (bps)
	 
	0.57 f(3.7x)
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Observation-3: As a part of the decoder, this pre-scaling stage adds extra non-negligible decoding latency. 
Permutation Network Implementation Cost
[1] provides details of the basic architecture of a flexible LDPC decoder. The codeword length (N) and code rate (R) flexibility is achieved by adding a permutation network (also known as switch network) to existing “inflexible” LDPC designs. [1] estimates to less than 15% the additional area of the switch network compared to an inflexible decoder.
One possible network implementation is Benes networks that uses multiple switching stages to perform non-blocking permutations between the input and output ports. However, Benes networks are known to be over-designed for QC-LDPC, since LDPC decoding requires only a subset of the permutation combinations. Following researches lead to efficient switching network optimized for QC-LPDC, also refer to as QSN (QC-LDPC shift network, refer to [3,4]).
[1] uses other reference designs to compare the cost to support the flexible LDPC decoder. Reference designs using Benes networks increases the decoder area by 12% to 15% (easily explainable by the over-designed characteristic of Benes networks). Working with the assumption that Benes network are over-designed, this contribution focuses on QSN architecture, and its use for building flexible LDPC decoder.  [1] estimates to 6% the implementation cost (design area) of a flexible permutation network using a QSN design.
[1] uses the following QC-LDPC parameters Zmax = 320 (maximum-lift-value) and N = 40000 (maximum codeword size) for the implementation evaluation of LOMS decoder. Nevertheless, recall from 3GPP #86 Section 3.1 of [5] that proposes a decoder with 896 as the largest lift value. In [3] (publication used by [1] to estimate the cost to 6%), a Zmax value = 81 and N = 1944 for 11n LDPC LOMS decoder.
In [4], the hardware complexity of a QSN design is analyzed for different switch network sizes. Note that the technology used in that research is old (0.18um) but the results are still applicable for newest ASIC technologies.
	
	32x32
	64x64
	128x128
	320x320
	896x896

	Total Area (mm2)
	0.16
	0.37
	0.83
	2.40
	7.71

	Clock Frequency (MHz)
	286 MHz
(100%)
	250 MHz
(87%)
	200 MHz
(70%)
	143.5 MHz
(50%)
	69.7 MHz
(24%)

	Normalized Area/Zmax
	100%
	115%
	129%
	150%
	172%


Table 3 Hardware complexity of QSN (in 0.18um ASIC)
Observation 4: As the size of the switch network doubles, the normalized implementation cost (area / Zmax) increases by ~15%
Observation 5: As the size of the switch network doubles, the operating frequency of the LDPC decoder decreases by ~15%. As a result, the decoder throughput is negatively impacted.
In Table 4, 320x320 and 896x896 results are extrapolated from the results of [4]. For a 320x320, the estimated area of 2.4 mm2 is comparable to Qualcomm’s estimate of 2.43 using their proposed formula  in [1]. 
[1] uses hardware results from [3] where the cyclic shifter of 13.3% (% is relative to total decoder area) and estimates to 6% the relative size of the permutation network in their proposed LDPC decoder. Using the scaling factor provided in [2], the total area of the flexible LDPC decoder for N = 40000 and Zmax = 320 is detailed in the next table.

	
	REF DESIGN (N=1944, Zmax=81)
	
	QC FLEXIBLE LDPC (N=40K, Zmax=320)

	
	
	Scaling factor
	

	MEMORY
	1.99
	58.7%
	20.6
	40.95
	88.0%

	QSN+CTRL
	0.55
	16.2%
	5.4
	2.98
	6.4%

	NCU
	0.59
	17.4%
	4.0
	2.33
	5.0%

	Others
	0.26
	7.7%
	1.0
	0.26
	0.6%

	Area (mm2)
	3.39
	100%
	
	46.52
	100%
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The previous table validates estimates in [1] that the QSN cost decreases from 13.3% (should have been 16.2%) to 6.4% as N goes from 1944 to 40000 and Zmax from 81 to 320. However, the same table also reveals that the total decoder area (ASIC, 0.18um) is 46.5mm2. Scaled to 65nm (x8 factor), the decoder area is ~6mm2. 
Observation 6: The estimation of 6% of total area taken by QSN to support 5G NR granularity is based on the assumptions that the input memory is taken into account and Zmax is 320. 
Observation 7:  If we exclude the memory from this analysis, the percentage of area taken by QSN would be 54% for Zmax = 320 and 80% for Zmax = 896.  
Other aspects of the implementation complexity of the flexible LDPC decoder proposed in [1] are analyzed:
In [3], it is clear that the reference design’s shift network require a control unit and a sequence memory to configure the message permutations. The area of the control unit (3%) is not considered in [1] estimates. The sequence memory in [3] only provides flexibility for 4 rates (1/2, 2/3, 3/4 and 5/6). [3] also mentions that its decoder flexibility is limited by the same of the decoder memories. To implement a truly flexible LDPC decoder, the size of the sequence memory (used to control the switch network) will be increased.
In [3], the design LLR quantization is 5-bit and differs from the 6-bit LLR as proposed by [1]. Therefore, the size of the switch network from [3] used to estimate the Qualcomm flexible LDPC decoder must be scaled by 20% (adding 1 bit to 5-bit network).
Not discussed in [1] is the impact of the high number of wires internal to the QSN, especially as Zmax is large. Taken from Section 3.2.12 of [1], the number of of 2x1 Qc-bits multiplexers is

The size of the permutation network is equivalent to Zmax, we can estimate the numbers of QSN wires from the number of multiplexers for different values of Zmax and demonstrate that the size of the QSN grows much faster than Zmax increments.
	
	Zmax = 81
	Zmax = 320
	Zmax = 896

	Total # of mux
	948 Qc
	5008 Qc
	16681 Qc

	Normalized Mux/Z
	11.7
	15.7
	18.6

	Estimated Area Growth
	100%
	134%
	159%


Table 5 Number of 2:1 multiplexers for Zmax
It is proven that dense wire blocks (such as a QSN) need more space to route all wires and prevent congestion and cross-talk, leading to a lower cell density and larger total area. The normalized total wire length will also be larger compared for small QSN. In the latest ASIC technologies, dynamic power (mainly driven from toggling signals) becomes more important compared to static power generated by cell leakage. Therefore, it is expected that large QSN will consume more power.

Based on this analysis, it is expected that
· The implementation complexity (area and power) of a flexible LDPC decoder increases with larger N and Zmax. The total QSN area cost is expected to grow even larger as a fully flexible QC-LDPC decoder is implemented to support any codeword lengths and code rates.
· The maximum operating frequency, limited by the QSN, to affect the overall decoder throughput and increases the decoding latency.
Proposal-3: A reference design of this QSN to support NR flexibility should be provided for the evaluation. 
Conclusion
In this contribution, we investigate the AdjMS decoder with LLR-pre-processing stage and permutation network implementation. 
For this pre-processing stage: 
Observation=1: A fixed point AdjMS decoder is sensitive to the SNR estimation error. 
Observation-2: the computing complexity for the scale-factor (α) is more than 50 times higher than LOMS decoder.
Observation-3: As a part of the decoder, this pre-scaling stage adds extra non-negligible decoding latency. 
For the permutation network implementation: 
Observation 4: As the size of the switch network doubles, the normalized implementation cost (area / Zmax) increases by ~15%
Observation 5: As the size of the switch network doubles, the operating frequency of the LDPC decoder decreases by ~15%. As a result, the decoder throughput is negatively impacted.
Observation 6: The estimation of 6% of total area taken by QSN to support 5G NR granularity is based on the assumptions that the input memory is taken into account and Zmax is 320. 
Observation 7:  If we exclude the memory from this analysis, the percentage of area taken by QSN would be 54% for Zmax = 320 and 80% for Zmax = 896.  
Then we propose: 
For this AdjMS decoder pre-processing stage: 
Proposal-1: The  LLR-pre-scaling technique for AdjMS decoder should be  evaluated  especially in the presence of   fading channel.
Proposal-2: Evaluation on both performance and implementation should be done to decide the number and quantization of the g(LLR,α) tables. 
For the permutation network implementation: 
Proposal-3: A reference design of this QSN to support NR flexibility should be provided for the evaluation. 
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