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  	Introduction
In NR, it is crucial to support efficient multiplexing of eMBB and URLLC services in the same carrier to maximize system capacity for both services and make optimal use of time-frequency resources. In RAN1-86 Chairman’s Notes [5], the agreements on the way-forward of supporting URLLC in NR are

· At least the following potential options should be considered
· At least for shorter transmission UL, semi-static resource sharing between URLLC and eMBB
· FDM and/or TDM manner
· UL grant-free transmission for URLLC
· Other schemes are not precluded
· Dynamic resource sharing between URLLC and eMBB
· For DL, mechanisms to schedule a transmission where the resources of it can overlap with resources of ongoing/scheduled longer transmission at least from network perspective
· FFS: A similar or same mechanism applicability to UL
· Preemption or superposition
· Other schemes are not precluded 
· Scheduling based approaches (e.g., by adapting transmission duration or by using different subbands) to allow multiplexing of different durations of transmission
· UL grant-free transmission for URLLC
· Other schemes are not precluded
· Other mechanisms are not precluded
To summarize, three approaches are proposed for DL:
1) Semi-static resource sharing between eMBB and URLLC
2) Dynamic resource sharing between eMBB and URLLC via URLLC puncturing (pre-emption) or superposing upon ongoing eMBB data
3) Dynamic resource sharing between eMBB and URLLC via 
a. Adapting eMBB transmission duration to URLLC transmission duration to facilitate scheduling
b. URLLC avoiding/rate-matching around eMBB traffic
URLLC allocation to un-occupied eMBB resource will cause minimum interruption to eMBB data. However, this may not always be possible given that the tight delay bound of URLLC data has to meet. As a result, 1), 2) and 3) need to be considered as efficient multiplexing schemes.
In this contribution, we show the following:
· Using short transmission durations for both eMBB and URLLC (approach 3 a.) is highly inefficient for eMBB services. Thus, NR should natively support dynamic multiplexing of different transmissions durations across services.
· Through theoretical queueing analysis and system-level simulations, we demonstrate the need of dynamically multiplexing eMBB and URLLC services in both frequency and time domains to maximize system capacity in each service. In contrast, static/semi-static frequency-division multiplexing (approach 1) results in low capacity for URLLC services and low overall system utilization.
Transmission durations for eMBB and URLLC services
It is envisioned that URLLC services will use short transmission duration to meet the stringent latency requirements. To multiplex eMBB and URLLC services in the same carrier, one important question is to decide the transmission duration for eMBB services. We provide an analysis to show that eMBB services should use larger transmission duration than that of URLLC services in order to maximize the eMBB system capacity and minimize UE power consumption.
Tables I and II show that, in a time duration of 500us, the control and RS overhead under two transmission durations 500us and 70us for one eMBB user under system bandwidth 20MHz and subcarrier spacing 30KHz, where 70us is assumed to be the transmission duration of URLLC services (SCS = 30kHz, 2-symbol mini-slot) here, control channel one CCE is assumed to be 36 REs (same as LTE), AL assumed to be 2 or 8 for moderate SNR to low SNR conditions Note that there are seven back-to-back 70us transmission durations in 500us.
	Transmission duration
	Control tones
	RS tones
	Total tones
	Total overhead

	500us
	72
	600
	8400
	8%

	70us
	72*7
	600
	8400
	13%


Table I. The tones and control overhead for eMBB services in the time duration of 500us under AL2.
	Transmission duration
	Control tones 
	RS tones
	Total tones
	Total overhead

	500us
	288
	600
	8400
	11%

	70us
	288*7
	600
	8400
	31%


Table II. The tones and control overhead for eMBB services in the time duration of 500us under AL8.
It is evident that the 70us transmission duration yields much higher overhead under different aggregation levels, significantly degrading the eMBB data capacity. The overhead will be even higher if multiple users are multiplexed using the short transmission duration.
The UE power assumption also increases significantly under the 70us transmission duration as compared to the 500us transmission duration because blind decoding of the control channel is performed  every 70us vs. every 500us (~7x power penalty).
Observation 1: Using the same transmission duration for both URLLC and eMBB services incurs high overhead for eMBB services, degrading the eMBB system capacity and increasing UE power consumption.
Proposal 1: URLLC services should use short transmission duration to meet the latency requirement, and eMBB services should use long transmission duration to maximize system capacity.
  	eMBB/URLLC multiplexing in the same carrier
Due to the bursty and delay-sensitive nature of URLLC traffic, it may not fully utilize all the time-frequency resources. Thus it is highly desirable to multiplex eMBB and URLLC services dynamically in both frequency and time domains in the same carrier. As an example, Figure 1 shows that eMBB transmissions (long control interval). When URLLC traffic arrives randomly within the long control interval, its HARQ transmissions are carried in short transmission intervals (mini-slot) and are both frequency-division-multiplexed (FDM) and time-division-multiplexed (TDM) with the eMBB traffic. As a result, spectrum resource could be efficiently utilized by both eMBB and URLLC.


Figure 1: An example of dynamic eMBB  and URLLC multiplexing
Dynamic eMBB-URLLC multiplexing both improves system efficiency and significantly increases the cell capacity for URLLC. Ongoing eMBB traffic gets interrupted by URLLC, in order to efficiently recover the loss due to puncturing, outer erasure coding schemes have been proposed to achieve efficient resource sharing between eMBB and URLLC [6].
One alternative proposal is to partition system bandwidth statically or semi-statically, and serve URLLC and eMBB traffic in an FDM fashion. Next, we present theoretical queueing analysis and system-level simulation results to show that static frequency division multiplexing leads to low system utilization and low cell capacity for URLLC traffic. Hence, dynamic multiplexing is desired
Theoretical Queueing Analysis
Assume some bandwidth is reserved for URLLC. Next we use a simplified queueing model to gain qualitative insight on how the system capacity of URLLC scales with the reserved bandwidth. System-level simulation results will be presented next. Consider the URLLC traffic model to be Poisson. Consider the URLLC KPIs that comprise of hard latency and reliability requirements. That is, one packet of X (e.g., 32 bytes) bytes must be delivered with L (e.g., 1ms) ms between radio protocol layer 2/3 ingress/egress points and the long-term average loss of packets (due to HARQ failure and missed deadline) must be less than R (e.g., 1e-5) [1]. The amount of reserved bandwidth decides how many concurrent URLLC transmissions can be FDM’ed in one short subframe. From these assumptions, let’s consider an M/D/m/m queueing model: ‘M’ means the arrival process is Poisson, ‘D’ means that the over-the-air delay is a deterministic value (e.g., assuming all URLLC transmissions can be decoded successfully in one transmission and there is no need for HARQ retransmissions nor ACK/NACK feedback), the first ‘m’ denotes the maximum number of concurrent transmissions, and the second ‘m’ indicates that if a packet has non-zero queueing delay, then it is of no use and dropped from the system due to missing a stringent hard deadline.
In the M/D/m/m queueing model, the loss of system reliability is the Erlang-B formula [2, p179]:
[image: ]
where λ is the Poisson arrival rate in the unit of packets per short subframe, and (1/μ) is the deterministic service time in the unit of short subframe; let μ=1 here. The corresponding system utilization, defined as the time-average proportion of allocated resources, is
[image: ]
Figure 2 shows that increasing the Poisson arrival rate yields more severe queueing effect, leading to higher packet and reliability loss. In other words, as the reliability requirement is tightened, we must reduce the traffic load (hence lower system utilization) in order to continue meeting the new requirement. Figure 3 shows the maximally supported arrival rate (i.e., system capacity) and the association system utilization at which the 1e-5 reliability is satisfied. We observe that, as the number of allowed FDM’ed transmissions (i.e., reserved bandwidth for URLLC) decreases, the system capacity decreases super-linearly fast with low system utilization. As an example, if the number of FDM’ed transmissions is reduced from 16 to 8 to 4, the maximally supported arrival rate changes roughly from 4.2 to 1.0 to 0.1 packets per short subframe, respectively.
[image: ]
Figure 2. Loss of system reliability and the system utilization as a function of Poisson arrival rate in an M/D/m/m queueing model with m=10. The hard latency requirement is implied in the queueing model.
[image: ]
Figure 3. Maximally supportable Poisson arrival rate and the associated system utilization subject to 1e-5 reliability requirement in an M/D/m/m queueing model, where ‘m’ is the number of allowed FDM’ed transmissions and scales with the reserved bandwidth for URLLC.
System-Level Simulations
Assumptions
The system-level simulation assumptions are summarized in Table III.



Table III: System-Level Simulation Assumptions
The simulation is performed on the FDD downlink in the rural scenario. There is one URLLC serving cell with 20 eMBB neighboring cells in a wrapped-around model. Control channel (PDCCH, PUCCH) overhead is not modelled. The eNB periodically sends CSIRS for channel estimation and the UEs report CSI periodically to the eNB for the MIMO operation. The scheduling policy is delay-based and focuses on providing equal grade of service to the UEs. The serving cell is subject to full-buffer inter-cell interference from all neighboring cells. We use ‘TTI’ and ‘subframe’ interchangeably in this contribution. It is worth noting that our notion of a subframe is the smallest schedulable unit of time for a given service, where control can occur once within any subframe.

KPIs
Each UE is subject to hard latency and reliability requirements. The latency is defined as the time between a URLLC packet entering the MAC buffer at the transmitter and being successfully decoded at the receiver [4]. That is, the latency comprises of scheduling, queueing, transmission, eNB/UE processing, HARQ RTT, and decoding. The latency deadline is a hard requirement, i.e., if a packet cannot be decoded within the latency bound, it is of no use and dropped from the network, resulting in loss of reliability. The reliability requirement for a UE is defined as the long-term proportion of packet loss. As an example, the 1e-5 reliability requirement means that at most one out of 100,000 packets is allowed to fail. There are two sources of reliability loss: (i) packets that expect to miss the deadline upon the next reception are dropped at the transmitter side; (ii) HARQ failure at the receiver side.

We assume all UEs have the same Poisson arrival rate following the FTP model 3. The system capacity for URLLC corresponds to the largest arrival rate at which the hard latency and reliability requirements are satisfied for all UEs, including the cell-edge ones. As an example, if the maximum Poisson arrival rate at which all UEs meet the QoS is 1000 packets/sec/UE, where there are 22 UEs in the URLLC serving cell and 256-bit packet payload is used (see Table I), then the system capacity is

1000 packets/sec/UE * 256 bits/packet * 22 UEs/cell = 5.63 Mbps/cell.

In our system-level simulations, we assume that each UE is subject to the 1e-5 reliability and {500, 750, 1000}us hard latency requirements. A wide range of Poisson arrival rates are swept to find the maximally supported arrival rate for the UEs.

Simulation Results
Figure 4 shows the URLLC system capacity under different reserved bandwidth and hard latency requirements. The system capacity scales superlinearly with the bandwidth as predicted by the queueing analysis in Figure 3. The capacity gain results from better trunking efficiency. This result suggests that it is more beneficial to allocate wide bandwidth to URLLC services, yielding better spectral efficiency.

Figure 4: The URLLC system capacity under different reserved bandwidth and hard latency requirements. The reliability requirement is 1e-5.

Observation 2: URLLC capacity increases superlinearly as the bandwidth increase. It is more beneficial to allocate wide bandwidth to URLLC services, yielding better spectral efficiency
Figure 5 shows the system utilization of the reserved bandwidth for URLLC when the UEs are fully loaded with Poisson traffic at the capacity-achieving points shown in Figure 4. We observe that the system utilization is generally low, and increasing the traffic load further will create more queueing effect so that the 1e-5 reliability can no longer be met. As an example, the utilization is 32.4% when the reserved bandwidth is 10MHz and the latency is 750us, and 67.6% of the reserved bandwidth are wasted under static FDM. Under dynamic eMBB and URLLC multiplexing, the eMBB capacity could jump from 0 to 28.26Mbps following the calculation
4.18 bps/Hz * 10MHz * 67.6% = 28.26Mbps,
where 4.18bps/Hz is the eMBB DL full-buffer spectral efficiency [3]. 
These results suggest that reserving bandwidth to URLLC is inefficient, and dynamic multiplexing of eMBB and URLLC services over the entire system bandwidth is desired to fully exploit system resources and maximize the URLLC capacity. URLLC system utilization becomes even lower when reserved BW becomes small and latency bound tightens (for example, to achieve 500us latency, 1e-5 reliability with BW = 10MHz, the maximum system utilization of URLLC is merely 2.3%).
Observation 3: Bandwidth reservation solely for URLLC service is inefficient due to the stringent delay and reliability requirement, as well as (bursty) random arrival of URLLC packets.
Observation 4: Dynamic multiplexing of eMBB and URLLC services is highly desirable for efficient use of system resources and maximize the URLLC capacity, following the principle of statistical multiplexing (trunking efficiency).


Figure 5: System utilization of reserved bandwidth at the maximum capacity in Figure 4.
[bookmark: _Ref378529477]Conclusions
In this contribution, we provide analysis on the URLLC capacity from both queuing theory perspective and the simulation perspective. As expected, due to stringent delay and reliability requirement for URLLC, even at the URLLC capacity, there are still ample slack capacity that can used for other services. Following the system design principle that statistic multiplexing is highly desirable to exploit trunking efficiency, it is very import to allow URLLC service to be multiplexed with other services, for example eMBB.
Below are our observations and proposal.
Observation 1: Using the same transmission duration for both URLLC and eMBB services incurs high overhead for eMBB services, degrading the eMBB system capacity and increasing UE power consumption.
Observation 2: URLLC capacity increases superlinearly as the bandwidth increase. It is more beneficial to allocate wide bandwidth to URLLC services, yielding better spectral efficiency
Observation 3: It is very inefficient to reserve bandwidth solely for URLLC service due to the stringent delay and reliability requirement, as well as random arrival of URLLC packets.
Observation 4: Dynamic multiplexing of eMBB and URLLC services is highly desirable for efficient use of system resources and maximize the URLLC capacity, following the principle of statistic multiplexing (trunking efficiency).
Proposal 1: URLLC services should use short transmission duration to meet the latency requirement, and eMBB services should use long transmission duration to maximize system capacity.
Proposal 2: NR should consider dynamic multiplexing of eMBB and URLLC services in both FDM and TDM fashion over the system bandwidth.
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Inter-BS distance  1732m 

Carrier frequency  2GHz

System bandwidth 5, 10, 20MHz (FDD DL) below 6GHz

Channel model 3D UMa

Tx power 

BS: 49 dBm PA scaled with simulation BW

UE: 23dBm

antenna configuration 2 Tx / 2 Rx  (X-pol)

BS antenna height  35 m

BS antenna element gain + 

connector loss

8 dBi

BS receiver noise figure 5 dB

UE receiver noise figure 9 dB

Traffic model

Possion arrival of 32-byte packets (FTP 

model 3) for URLLC, Full buffer for eMBB

UE distribution 22 URLLC UEs in the center cell. One eMBB 

UE in each of the 20 wrapped-around 

neighboring cells. Uniformly random drop in 

a cell with 50% indoor/ 50% outdoor

Tone spacing 60KHz

CyclicPrefix duration NCP

TTI/RTT duration TTI=2 symbols, RTT=3 TTIs

Reliability target Tx missed deadline + Rx HARQ failure < 1e-5

Hard latency bound 500us, 750us, 1ms

MIMO 2x2 SU-MIMO
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Evaluation assumption

		Parameters		Rural

		Layout		Single layer
 - Macro layer: Hex. Grid, 21 cells wrap around

		Inter-BS distance 		1732m 

		Carrier frequency 		2GHz

		System bandwidth		5, 10, 20MHz (FDD DL) below 6GHz

		Channel model		3D UMa

		Tx power 		BS: 49 dBm PA scaled with simulation BW
UE: 23dBm

		antenna configuration		2 Tx / 2 Rx  (X-pol)

		BS antenna height 		35 m

		BS antenna element gain + connector loss		8 dBi

		BS receiver noise figure		5 dB

		UE receiver noise figure		9 dB

		Traffic model		Possion arrival of 32-byte packets (FTP model 3) for URLLC, Full buffer for eMBB

		UE distribution		22 URLLC UEs in the center cell. One eMBB UE in each of the 20 wrapped-around neighboring cells. Uniformly random drop in a cell with 50% indoor/ 50% outdoor

		Tone spacing		60KHz

		CyclicPrefix duration		NCP

		TTI/RTT duration		TTI=2 symbols, RTT=3 TTIs

		Reliability target		Tx missed deadline + Rx HARQ failure < 1e-5

		Hard latency bound		500us, 750us, 1ms

		MIMO		2x2 SU-MIMO














