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Introduction
In RAN1 #86 Meeting [1], several agreements on different aspects of MA operation in NR were reached with emphasis on support of UL NOMA for mMTC.
· NR should target to support UL non-orthogonal multiple access, in addition to the orthogonal approach, targeting at least for mMTC
· NR should target to support UL “autonomous/grant-free/contention based” at least for mMTC

Moreover, it was agreed that the operation and principle of NOMA access may be based on various signature mechanisms; 
· A MA resource is comprised of a MA physical resource and a MA signature, where a MA signature includes at least one of the following:
· Codebook/Codeword
· Sequence
· Interleaver and/or mapping pattern
· Demodulation reference signal
· Preamble
· Spatial-dimension
· Power-dimension
· Others are not precluded

Given the variety of the proposed schemes, it was also agreed that the proposed MA schemes to be further studied along with real life conditions, including channel estimation errors.
· For NR non-orthogonal multiple access evaluation, realistic channel estimation is prioritized and the following aspects are considered 
· The proposed DMRS pattern(s), if any, for channel estimation
· FFS: DMRS overhead. E.g., LTE UL DMRS overhead can be used as a reference.
· FFS: DMRS contamination due to inter-cell interference
· FFS: Impact of DMRS collision in case of “autonomous/grant-free/contention based”  multiple access

IDMA [2] and RSMA [3] are considered the main candidates of schemes built on long spreading structure. In this contribution, we present our comparative analysis and simulation results for these two multiple access methods. The main focus of the contribution is on the collision performance and the receiver structure.  
Multiple Access Schemes with Very Low Code Rates
Earlier studies on spread spectrum multiple access systems indicated that the optimal capacity of a multiple access channel can be achieved if the spreading is entirely realized by employing a very low coding rate [4]. A common way to realize very low coding rate is by combing a low code rate with repetition coding. Since this does not result in an orthogonal set of channels, user-based randomization through interleaving and/or scrambling is introduced to assure discrimination of users at the eNB. 
1.1 Interleave Division Multiple Access 
Figure 2 shows the basic structure of an IDMA-based multiple access system with K number of active users. At the transmitter, each UE payload is coded and then randomized prior to transmission in the shared channel. The randomization operation can be implemented through a combination of interleaving/scrambling functions. At the receiver side, the combined signal is jointly processed in a recursive manner through a two-step process of Elementary Signal Estimator (ESE) and decoding [5]. In brief, the ESE function provides updates on a-priori log likelihood ratio (LLR) estimates required for the decoding, and the decoder provides updated a-posteriori LLR estimates that are employed for ESE updates. The cycle of updates is iterated across the users several times prior to the detection of  (i.e., turbo processing).
The main feature of IDMA principle lies in that it does not treat the observed interference as an additive noise. The ESE function assist in enhancing the a-priori LLR’s by updating relevant statistics of the received signal and the interference. 


Figure 1 Basic architecture of an IDMA system
1.2 Resource Spread Multiple Access 
Figure 2 shows the basic structure of an RSMA-based multiple access system with K number of active users. The transmitter structure is essentially the same as of an IDMA system where each UE payload is coded and then randomized prior to transmission in the shared channel. Similarly, the randomization operation may be realized through a combination of interleaving/scrambling functions. At the receiver side, the combined signal is processed in a disjoint manner such that each user’s signal is detected and decoded independent of other users’ signals. Hence, interference is treated as an additive noise and no attempt is made for enhancing a-priori LLR estimates of the demodulator.
The performance of an RSMA system can be improved by inclusion of successive cancellation capability. If a user’s payload is decoded correctly, its original signal can be regenerated and subsequently subtracted from the received signal facilitating the detection of other users. This operation is depicted in Figure 2 in red color.



[bookmark: _Ref457404286]Figure 2 Basic architecture of an RSMA system

Operational Aspects
There are clear operational differences between an IDMA and an RSMA receiver that impact the complexity of the receiver processing. The main differences can be summarized as follows;
· IDMA receiver processing rests on completion of several iterations (N) of updates that cycles between ESE and the decoder (i.e., turbo processing). Hence, its receiver complexity and associated delay are directly impacted by the number of iterations. For example, consider a K-user system with LDPC coding, an IDMA receiver performs N number of LDPC decoding per user, while an RSMA receiver (without successive cancellation) requires only one LDPC decoding per user.
· An IDMA receiver is based on a joint processing mechanism that does not support detection of an arbitrary user. On the contrary, an RSMA receiver (without successive cancellation) is indeed capable of selectively processing and detection of a desired user. 
· While IDMA relies on turbo decoding of all users jointly (i.e, N×K decoding), RSMA-SIC relies on detection of all or a subset of users in a joint/sequential manner. Therefore, a trade-off on the number of iteration can be made based on the required performance. 

Performance Evaluation 
1.3 Simulation Assumptions
An uplink multiple access system with  number of synchronous users is assumed. Table 1 summarizes the assumed simulation parameters. The low-rate coding is implemented by cascading an LDPC code  along with a repetition code rate () that yields an effective spreading factor of . With a  number of active users in the system and each using the BPSK modulation, total spectral efficiency of the system is  bits/s/Hz.  
Given the modulation format of BPSK and , per user spectral efficiency is 1/36 bits/s/Hz and the corresponding single user Shannon limit for an additive white Gaussian noise (AWGN) channel is at -17.11 dB SNR. We use this single user Shannon limit as a point of reference in our presented results for comparison. Moreover, to better reflect the interference-tolerance capability of the studied NOMA schemes, the performance of Orthogonal Multiple Access (OMA) is also considered. We consider an OMA system with the same LDPC code  without repetition code  and thus, the total spectral efficiency achievable by OMA system for BPSK modulation is 1/6 bits/s/Hz. Therefore, comparing the same total spectral efficiency for both NOMA and OMA systems, at least 6 number of users should be supported by the NOMA scheme. 

[bookmark: _Ref457489547]Table 1 Simulation Parameters
	Number of UL UEs
	1, 2, 4, 6, 8 and 10

	eNB-UE Configuration 
	1TX-1RX

	Modulation
	BPSK

	Channel Model
	AWGN

	Payload Size
	170 bits

	Coding
	LDPC (1/6)

	Repetition Rate (R)
	6

	Per UE SE
	0.0278 bits/s/Hz

	IDMA Iterations
	5

	Randomization
	Random Interleaving

	Power control
	Perfect



Figure 3 demonstrates the BER and BLER performance of IDMA, RSMA and RSMA-SIC multiple access systems. From the presented results, following observations can be made:

· The performance of the single user case for all schemes is about 2 dB away from the Shannon limit. The distance may be further reduced by improving the FEC coding scheme.

· IDMA receiver; 
· The number of users can go beyond the spectral efficiency of an OMA system.
· As SNR increases, the average BLER performance of the system is not impacted by the number of interfering users.
· Even with 10 active users and a target BLER=10-2, the average BER performance of the system is about 7.8 dB better than that of an OMA system.

· RSMA receiver;
· Similar to IDMA, the number of users can go beyond the spectral efficiency of an OMA system.
· The performance of the system is impacted as the number of interfering users increases.
· Assuming 8 active users and a target BLER=10-2, the average BLER performance of the system is about 3 dB better than that of an OMA system. In case of 10 interfering users, the BLER results in only 1 dB worse than that of an OMA system.

· RSMA-SIC receiver;
· Similar to previous cases, the number of users can go beyond the spectral efficiency of an OMA system.
· The performance of the system is impacted as the number of interfering users increases but at a much slower rate than that of RSMA.
· Assuming 10 active users and a target BLER=10-2, the average BLER performance of the system is about 4.8 dB better than that of a OMA system.

Figure 4 shows relative performance of the three studied NOMA schemes. For better clarity, the interference cases are limited to 4 and 8 users. The presented results indicate the effectiveness of the RSMA-SIC in reducing the performance gap between IDMA- and RSMA-based receivers. Assuming a target BLER=10-2, the performance gap is reduced from ~5 to ~2 dB and from ~1.6 to ~0.3 dB for 8 and 4 interfering user cases, respectively.
IDMA
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RSMA
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RSMA+SIC
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[bookmark: _Ref457764781]Figure 3 BER and BLER performance of IDMA, RSMA and RSMA-SIC
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[bookmark: _Ref457769920]Figure 4 Comparative BER and BLER performance of IDMA, RSMA and RSMA-SIC
Conclusion 
In this contribution, we presented our evaluation results for three non-orthogonal multiple access schemes of IDMA, RSMA and RSMA-SIC. Based on our results, following observations can be made;

Observation 1 – IDMA-based multiple access system is the most robust scheme against increasing number of active users.

Observation 2 – Using successive interference cancellation, an RSMA receiver can reduce its performance gap with IDMA, at the price of an increase in the receiver complexity. 

Proposal – RAN1 considers further study and evaluation of IDMA and RSMA-based multiple access systems.
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