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Introduction
In RAN#71, a new study item, “Study on New Radio Access Technology,” has been approved. The initial work of the study item is expected to focus on fundamental physical layer signal structure for new RAT, of which channel coding schemes is listed as an area to investigate.
LDPC codes have been proposed by several companies as good channel coding candidates for NR. However, the decoding complexity of LDPC codes increases significantly when the code rate gets low. It is therefore important to explore the benefits as well as the drawbacks of achieving low code rates through repetition of codeword bits instead of through design of LDPC codes with very low code rate.
As an example we have considered the LDPC codes proposed by Qualcomm Incorporated in [1], that are designed to have very low rates.
Comparison of Repetition vs. Code Extension for Low-Rate LDPC Code Family
We have considered the LDPC code proposed in [1] from the lowest family with lifting Z=32. The rates of this PCM ranges from 2/5 down to 10/122 and the information block length is k=320. In this section we show the performance loss by performing encoding and decoding for a fixed minimum code rate (Rmin), while the desired code rates lower than Rmin are achieved through repetition of some of the transmitted bits. Note that the set of bits to repeat has not been optimized, but the bits are simply repeated from the beginning of the codeword only excluding the first punctured bits. Figure 1 shows the performance for Rmin = 1/3 in comparison to the performance achieved by the original code from [1] with code extension for QPSK. As in [1], the sum-product algorithm is considered with 50 decoding iterations.
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[bookmark: _Ref461429663]Figure 1	Performance comparison between extended code (solid lines) and repetition of code with rate 1/3 (dashed lines).

It can be observed from Figure 1 that the performance loss due to repetition does not increase much even when code rates much lower than the code rate used for repetition are considered. For example, the performance loss at a FER of 10-2 is 0.37 dB for R = 1/4 and 0.73 dB for R = 1/12. The performance loss is reduced if repetition is based on a lower rate code. For completeness, the performance of Rmin = [1/4, 1/5, 1/6] is shown in the Appendix.

Observation 1 The performance loss due to repetition is rather small for the low-rate code family. The performance loss with repetition of a rate 1/3 code is 0.37 dB for R=1/4 and 0.73 dB for R=1/12, at a FER of 10-2.
As a simple estimate of the decoding complexity, the number of edges in the corresponding PCM may be considered. Figure 2 shows the number of edges as a function of code rate. For example, it can be seen that the number of edges in the rate 1/12 PCM is 3.7 times larger than the number of edges in the rate 1/3 PCM.

Observation 2 For a PCM from the low family the number of edges, which is proportional to the decoding complexity, in the rate 1/12 PCM is 3.7 times higher than the number of edges in the rate 1/3 PCM.
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[bookmark: _Ref461446738][bookmark: _Ref461446732]Figure 2	Number of edges of the PCM from the low family as a function of code rate. The number of edges is proportional to the decoding complexity.
Decoding latency is also an important measure to consider. In the decoding process, it is the check-node operation that is the most demanding. As a simple estimate of the relative decoding latency we consider the number of check-nodes in PCMs of different rate, see Figure 3.
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[bookmark: _Ref461447914]Figure 3	Number of check nodes of the PCM from the low family as a function of code rate. The number of check nodes is proportional to the decoding latency.
Observation 3 The number of check nodes, which may be proportional to the decoding latency, in the rate 1/12 PCM from the low family is 5.1 times higher than the number of check nodes in the rate 1/3 PCM.
Based on the above discussion and the observations we have the following proposal:

1. To reduce the implementation complexity, low code rates should be achieved through a combination of code extension and repetition.

Comparison of Repetition vs. Code Extension for High-Rate LDPC Code Family

Consider now the LDPC code proposed in [1] from the high family with lifting Z=256. The rates of this PCM ranges from 8/9 down to 5/31 and the information block length is k=7680. Again, we show the performance loss by performing encoding and decoding for a fixed minimum code rate (Rmin), while the desired code rates lower than Rmin are achieved through repetition of some of the transmitted bits. Bits are repeated from the beginning of the codeword only excluding the first punctured bits. Figure 4 shows the performance for Rmin = 1/2 in comparison to the performance achieved by the original code from [1] with code extension for 64QAM. As in [1], the sum-product algorithm is considered with 50 decoding iterations.
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[bookmark: _Ref462921639]Figure 4	Performance comparison between extended code (solid lines) and repetition of code with rate 1/2 (dashed lines).

It can be observed from Figure 4 that the performance loss due to repetition is very high when code rates much lower than the code rate 1/2 used for repetition are considered. For example, the performance loss at a FER of 10-2 is 1.8 dB for R = 1/3 and 3.35 dB for R = 1/6. 

Observation 4 The performance loss due to repetition is high for the high code family if the code is only extended to rate 1/2 and then relying on repetition. The performance loss with repetition of a rate 1/2 code is 1.8 dB for R=1/3 and 3.35 dB for R=1/6, at a FER of 10-2.
The performance loss is reduced if repetition is based on a lower rate code. Figure 5 shows the performance loss due to repetition when the code is extended down to rate 1/3. This performance loss may be acceptable in order to reduce the complexity of the decoder. For completeness, the performance of Rmin = [2/5, 1/4, 1/5] is shown in the Appendix.
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[bookmark: _Ref462926832]Figure 5	Performance comparison between extended code (solid lines) and repetition of code with rate 1/3 (dashed lines).

Observation 5 The performance loss due to repetition for the high code family is acceptable when the code is extended to rate 1/3. The performance loss with repetition of a rate 1/3 code is 0.9 dB for R=1/4 and 1.6 dB for R=1/6, at a FER of 10-2.
As a simple estimate of the decoding complexity, the number of edges in the corresponding long block length PCM may be considered. Figure 6 shows the number of edges as a function of code rate. For example, it can be seen that the number of edges in the rate 1/6 PCM is 1.8 times larger than the number of edges in the rate 1/3 PCM.

Observation 6 For a PCM from the high family the number of edges, which is proportional to the decoding complexity, in the rate 1/6 PCM is 1.8 times larger than the number of edges in the rate 1/3 PCM.
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[bookmark: _Ref462928468]Figure 6	Number of edges of the PCM from the low family as a function of code rate. The number of edges is proportional to the decoding complexity.
[bookmark: _GoBack]Decoding latency is also an important measure to consider. In the decoding process, it is the check-node operation that is the most demanding. As a simple estimate of the relative decoding latency we consider the number of check-nodes in PCMs of different rate, see Figure 7. 
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[bookmark: _Ref462932145]Figure 7	Number of check nodes of the PCM from the low family as a function of code rate. The number of check nodes is proportional to the decoding latency.
Observation 7 The number of check nodes, which may be proportional to the decoding latency, in the rate 1/6 PCM from the low family is 2.5 times higher than the number of check nodes in the rate 1/3 PCM.
To reduce the implementation complexity, the lowest code rate achieved through code extension used in combination with long block lengths should be limited to 1/3 or similar. This reduces the maximum block length that the decoder needs to handle.
1. To reduce the implementation complexity, the code extension used for long block lengths should be limited to rate 1/3 or similar.

Conclusion
In this contribution, we discussed the trade-off between BLER performance and implementation complexity for low code rates. The following observations and proposals were made:

Observation 1 The performance loss due to repetition is rather small for the low-rate code family. The performance loss with repetition of a rate 1/3 code is 0.37 dB for R=1/4 and 0.73 dB for R=1/12, at a FER of 10-2.
Observation 2 The number of edges, which is proportional to the decoding complexity, in the rate 1/12 PCM is 3.7 times higher than the number of edges in the rate 1/3 PCM.
Observation 3 The number of check nodes, which may be proportional to the decoding latency, in the rate 1/12 PCM is 5.1 times higher than the number of check nodes in the rate 1/3 PCM.
Observation 4 The performance loss due to repetition is high for the high code family if the code is only extended to rate 1/2 and then relying on repetition. The performance loss with repetition of a rate 1/2 code is 1.8 dB for R=1/3 and 3.35 dB for R=1/6, at a FER of 10-2.
Observation 5 The performance loss due to repetition for the high code family is acceptable when the code is extended to rate 1/3. The performance loss with repetition of a rate 1/3 code is 0.9 dB for R=1/4 and 1.6 dB for R=1/6, at a FER of 10-2.
Observation 6 For a PCM from the high family the number of edges, which is proportional to the decoding complexity, in the rate 1/6 PCM is 1.8 times larger than the number of edges in the rate 1/3 PCM.
Observation 7 The number of check nodes, which may be proportional to the decoding latency, in the rate 1/6 PCM from the low family is 2.5 times higher than the number of check nodes in the rate 1/3 PCM.

1. To reduce the implementation complexity, low code rates should be achieved through a combination of code extension and repetition.
1. To reduce the implementation complexity, the code extension used for long block lengths should be limited to rate 1/3 or similar.
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Appendix
Additional performance results for low-rate code family
[image: ]
Figure 8	Performance comparison between extended code (solid lines) and repetition of code with rate 1/4 (dashed lines).
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Figure 9	Performance comparison between extended code (solid lines) and repetition of code with rate 1/5 (dashed lines).
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Figure 10	Performance comparison between extended code (solid lines) and repetition of code with rate 1/6 (dashed lines).
Additional performance results for high-rate code family
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Figure 11	Performance comparison between extended code (solid lines) and repetition of code with rate 2/5 (dashed lines).
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Figure 12	Performance comparison between extended code (solid lines) and repetition of code with rate 1/4 (dashed lines).
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Figure 13	Performance comparison between extended code (solid lines) and repetition of code with rate 1/5 (dashed lines).
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