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Introduction
The following agreements and observations have been reachedon the support of channel coding design for 5G new radio [1]-[2]. 
Agreements:[RAN1 #84bits]
· Candidates for 5G new RAT data transmission are identified as the following
· LDPC code 
· Polar code 
· Convolutional code (LTE and/or enhanced convolutional coding)
· Turbo code (LTE and/or enhanced turbo coding)
· Note: It is RAN1 common understanding that combination of above codes is not precluded
· Note: Outer erasure code is not precluded
· Selection of 5G new RAT channel coding scheme(s) will consider,
· Performance
· Implementation complexity 
· Latency (Decoding/Encoding)
· Flexibility (e.g., variable code length, code rate, HARQ (as applicable for particular scenario(s)))
Observations:[RAN1 #85]
· At least in AWGN channels:
· For large information block sizes, all candidate channel coding schemes show comparable link performance 
· Further study is required on all potential coding schemes in order to determine which coding scheme(s) should be supported, including: 
· Implementation details should be provided for the decoding algorithms used in the simulation results, e.g. survey on the existing implementation efforts
Agreement: [RAN1 #85]
· Include file format of results with contribution
· [bookmark: OLE_LINK19]Use excel file template provided in ExampleResults.xlsx 
· Multiple columns for 
· QAM, Rate, Info. Blocklength, Es/N0, Eb/N0, BLER 
· Separate tab to provide context 
· Contribution#, name of code, decoder implementation, #iterations or list size, brief details of code construction, brief details of rate matching algorithm, #CRC bits, and other parameters
· The referenced accompanying contribution should provide enough details to enable other companies to repeat the simulations
· Companies encouraged to submit with their contribution for RAN1 #86

In this contribution, the fixed-point implementation of a new low complexity decoding algorithm proposed in [3] is introduced. The quantization performance results of the proposed decoding algorithm and reference scaling max-log-MAP algorithms on AWGN channel are shown. We also compare the hardware resource of the proposed low complexity decoding algorithm with the scaling max-log-MAP algorithm of Turbo codes in the practical hardware implement.

Discussion
[bookmark: OLE_LINK11]The major scenarios of NR systems are eMBB (enhanced Mobile Broadband), mMTC (massive Machine Type Communications) and URLLC (Ultra-Reliable and Low Latency Communications). The target of eMBB communication is to provide peak throughput at least 20Gbps which is a great challenge for the existing LTE Turbo decoders, , e.g., Log-MAP, Max-Log-MAP and SOVA [4] [5] [6].

In [3], we propose a new low-complexity decoding algorithm, named Trimming Soft-Input Soft-Output Viterbi Algorithm (T-SOVA), to reduce the complexity of traditional decoding schemes of Turbo codes.  Theoretical algorithmic complexity analysis shows that the computational complexity of TSOVA is much less than that of Log-MAP and scaling max-log-MAP for the long block size and short block size Turbo codes with slight performance loss.

In order to sufficiently compare the complexity of practical Turbo decoders, we consider the practical implementation impacts (e.g. hardware resource and throughput) in this discussion. 
1.1 Fixed-point implementation and simulation result 


We first introduce the fixed-point implementation for several Turbo decoding algorithms. Consider a quasi-uniform quantization [7] with quantization stepand quantization bit

（1）


Where，n is the length of a Turbo code, yj is the received LLR of the j-th code symbol from the AWGN channel, qj is the quantized value of yj, and N is an integer. We compare the quantization performance of the scaling Max-Log-MAP and TSOVA decoding algorithms for a moderate long code block Turbo code. 

The quantization step is set to 0.5 for the TSOVA decoding algorithm and the quantization step of the scaling max-log MAP decoding algorithm is set to 0.55. The quantization bit is set to 6-bits for the input reliability values of the TSOVA and scaling max-log MAP decoding algorithms, respectively. Then, the state metrics of the TSOVA and scaling max-log MAP decoding algorithms are allocated with 7-bits, respectively.

The code block length and parameter of the LTE-Turbo code are as follows:
· A LTE-Turbo code with information block length K=1008 bits and code rate R =1/2.
The simulations are conducted over the BI-AWGN channel with 64QAM modulation. The maximum iteration number is set to 8 for both decoding algorithms. The trimming factor of the TSOVA algorithm is set to 8. Fixed and floating point simulation results of both TSOVA and max-log MAP decoding algorithms are shown in Figure 1.
[image: ]
Figure 1: Performance of LTE-Turbo code with information block length of 1008 bits and code rate ½.

It is shown from Figure 1 that the TSOVA algorithm without quantization suffers about 0.25 dB performance loss compared comparing with the scaling max-log-MAP algorithm without quantization at the BLER of 10-3. The fixed-point performance results of the TSOVA algorithm with 6-bit quantization is very close to its float-point performance results. However, the fixed-point performance results of the scaling max-log-MAP algorithm with 6-bit quantization, has more than 0.2 dB performance degradation from its float-point performance results at the BLER of 10-3.  Hence, the fixed-point performance of TSOVA algorithm with 6-bits quantization is within 0.05 dB of that of the scaling max-log-MAP algorithm with 6-bits quantization at the BLER of 10-3.

Observation 1: The TSOVA algorithm is robust to the quantization error and has similar performance with the quantized scaling max-log-MAP algorithm with the same number of the quantization bit.
1.2 Hardware resource estimation of Turbo decoders 
Hardware resource complexity is an important index in the evaluation of the practical decoders. We estimate the hardware resource of the TSOVA and scaling max-log MAPalgorithms in this section. A LTE-Turbo code with information block length of 1024 bits and code rate of 0.9 is considered for the example shown in Table 1. The quantization bit for the input reliability values is set to 9 bits and the quantization bit for state metrics is set to 5 bits for these two decoders. The estimation result is shown in Table 1.

[bookmark: OLE_LINK26][bookmark: OLE_LINK27][bookmark: OLE_LINK17][bookmark: OLE_LINK18][bookmark: OLE_LINK30][bookmark: OLE_LINK31]
Table 1: Example hardware resource estimation for a LTE-Turbo code with various decoders
	Decoder 
	Scaling max-log-Map[8]
	T-SOVA

	FPGA
	XC5VLX50
	XC5VLX50

	Clock freq. [MHz]
	300
	300

	LUT/FF Pairs
	50000
	20000

	Slice LUTs
	150000
	65000

	Slice Registers
	150000
	70000

	Block RAMs (36k)
	6
	6

	Block RAMs (18k)
	7
	7

	Throughput
	1Gbps
	1Gbps



From Table 1, the TSOVA decoder requires similar storage for storing the intermediate metrics compared with that of the scaling Max-Log-MAP algorithm. However, the TSOVA decoder requires much less number of logic operations than that of the scaling Max-Log-MAP decoder for the same target throughput. It is because that TSOVA only requires minimum backtracking operations. Hence, TSOVA can significantly reduce the hardware resource of the practical decoder implementation for LTE-Turbo codes.

[bookmark: OLE_LINK1]Observation 2: The estimated hardware resource of TSOVA is much less than that of scaling Max-Log-MAP for the LTE Turbo codes.

Furthermore, TSOVA is suitable for high throughput ASIC implementation. The complexity of TSOVA is dominated by its first stage, which is Viterbi algorithm. It is shown that Viterbi decoders can achieve throughput of 40Gbps [9]. 

Observation 3: The TSOVA decoder can support 20 Gbps throughput which is required by eMBB services.
Conclusion 
[bookmark: OLE_LINK2][bookmark: OLE_LINK5]In this contribution, we provide both fixed-point and floating-point performance results of our proposed TSOVA algorithm as well as the scaling max-log MAP algorithm. The simulation results indicate that the TSOVA algorithm is robust to the quantization error. We also estimate the hardware resource of the TSOVA and the scaling max-log MAP decoders. It shows that the TSOVA decoder can support 20 Gbps throughput for eMBB services and requires much less hardware resource compared with that of the scaled max-log MAP decoder.

The above discussion is summarized with the following observations:
· Observation 1: The TSOVA algorithm is robust to the quantization error and has similar performance with the quantized scaling max-log-MAP algorithm with the same number of the quantization bits 

· Observation 2: The estimated hardware resource of TSOVA is much less than that of the scaling Max-Log-MAP for the LTE Turbo codes.

· Observation 3: The TSOVA decoder can support 20 Gbps throughput which is required by eMBB services.
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