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1. Introduction
In RAN1#86, the following agreement is achieved on advanced CSI reporting, we copy part of them here.
Agreement:
· Specify CSI feedback enhancement with the following advanced CSI feedback framework:
· Reduced space (eigenvectors)/W1 is constructed based on one of the following alternatives (TBD RAN1#86bis):
· Alt1. Orthogonal basis (e.g. orthogonal DFT matrix)
· Alt2. Non-orthogonal basis (e.g. Rel.13 Class A W1 for rank-1 and/or 2)
· Reduced space representation/W2 is to further combine selected beams
In [1]-[3], companies have raised some linear combination (LC) codebook schemes and provided initial simulation results, which show that LC codebook can improve system performance significantly. In this contribution, we further discuss LC codebook design on top of above agreements.
2. Discussion on linear combination codebook

The linear combination of  beams can be represented as

                                    (2-1)
Where


, 








Where  and  are the number of ports of the first and second dimension respectively,  and  are the oversampling factors, and  are relative amplitude and phase respectively, and . Then we can use the resulting vector  to generate desired linear combination precoding matrix.
2.1 Non-orthogonal basis vs. Orthogonal basis



In order to obtain the resulting precoder , we should firstly determine which vectors are chosen to be linearly combined. A straightforward way is to select those vectors indicated by legacy[2]. It is not necessary to introduce new signal to feed back the beam selection information through this method. However, the vectors in  convey too much redundant information which is not helpful to recover the real channel information, especially in the case of coefficient quantization. In fact, for linear space, orthogonal basis can provide the highest quantization efficiency to recover arbitrary vector in the space, which means that we should construct the linear codebook by orthogonal 2D DFT beams. We conduct system level simulation to compare these two beam selection schemes. For fairness, we compare the performance of these two schemes with 8Tx antenna since the overhead of both schemes are the same in this scenario. 
We simulate the case (N1, N2, O1, O2) = (2, 2, 4, 4) with FTP1 model in 3D-UMi scenario. Both non-quantization case and quantization case are compared. The results are shown in Figure 1. In the case of quantization, we quantize the amplitude coefficient and phase coefficient with 2-bit and 3-bit respectively.
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Figure 1. Non-orthogonal basis vs. orthogonal basis in Tx8 case
It can be observed from the left side of Figure 1 that both schemes perform the same in the case of non-quantization, as the beams selected by either approaches can be used as a set of basis of the whole space. The W1-based scheme, however, suffers larger performance loss than that of orthogonal basis scheme in both mean performance and cell performance due to low quantization efficiency of non-orthogonal basis. 
Observation: Linear combination codebook with orthogonal basis outperforms the one with non-orthogonal basis
Proposal 1: Linear combination codebook should be constructed by orthogonal beams.
2.2 Orthogonal beam selection







In order to discuss orthogonal beam selection, we first construct the set . The vectors in set  are mutually orthogonal due to the property of 2D DFT beams. Then we can choose some vectors from  to generate linear combination precoding. Howerver, it is impossible to use all orthogonal 2D DFT beams to get the target precoding because of extreme large feedback overhead. Therefore down-selection from these beams should be done in order to reduce overhead. Theoretically, we should choose the best  beams including   in the set  since these  beams reflect better channel information compared with other beams. However, this approach may also cause feedback overhead problem.











When UE selects the best beam , it means that the main direction of channel information can be determined, and the other  best beams would be around the direction of  . Based on this consideration, we can pre-define  beam groups, each beam group contains beams (may not be the best)  with pre-defined configuration patterns, and then UE chooses one group according to channel measurement to generate linear combination precoding matrix and feeds back the selected group index to eNB. In addition, since horizontal and vertical angular spreads vary in different scenarios, the configurations of beam groups may be different.  Figure 2 illustrates an example of this scheme with,,  and  , ,  respectively.


Figure 2. A simple example of the proposed scheme


From above discussion, we can pre-define  beam groups where each beam group contains  orthogonal beams with pre-defined patterns, and then UE choose one group to generate linear combination precoder. The specific steps are illustrated as follows:
· Step 1: UE calculates the best beam and the corresponding PMI. 
· Step 2: Based on the selected beam and configured M orthogonal beam group, UE selects the best beam group out of M. 
· Step 3: UE calculates the coefficients based on the selected beam group.
It can be verified that the proposed scheme only requires log2M bits additionally to indicate beam selection information compared with the W1-based scheme. Moreover, the PMI framework, i.e.,  i11 and i12,  can be reused.
3. Simulation Results
3.3.1. Orthogonal beam selection simulation

To verify the rational of proposed scheme, we conduct system level simulations to analyze the distribution of the best K – 1 orthogonal beams after UE determines the best beam with configuration (N1, N2, O1, O2) = (4, 4, 4, 4)  and (N1, N2, O1, O2) = (8, 2, 4, 4)  in 3D-Umi and 3D-Uma scenarios. The orthogonal beam indexing of each group is shown in Figure 3.


Figure 3. Orthogonal beam indexing of (N1, N2) = (4, 4) and (N1, N2) = (8, 2) respectively
Figure 4 shows the selected probability of each beam when we choose 4 best companion beams for each selected beam. It is observed that the distribution of the best beams doesn’t vary a lot in different scenarios. Specifically, for the case (N1, N2) = (4, 4), the indices of the best beams are (0, 4, 12, 1, 3) and (0, 4, 12, 1, 8) in Umi and Uma scenario respectively. As for the case (N1, N2) = (8, 2), the indices (0, 2, 14, 1, 4) is the best for both Umi and Uma scenario.
[image: ][image: ]
Figure 4(a) Probability of being selected in (N1, N2) = (4, 4) for Umi (left) and Uma (right)
[image: ][image: ]
Figure 4(b) Probability of being selected in (N1, N2) = (8, 2) for Umi (left) and Uma (right)
Figure 5 shows the designed pattern of the selected beams. It is seen in Figure 5(a) that for (N1, N2) = (4, 4), beams (1, 4, 12) are selected in both Umi and Uma. However, beam 3 is selected in Umi, whereas beam 8 is selected in Uma. The difference comes from the fact that Umi has larger vertical angular spread. Moreover, it is seen in Figure 5(b) that in Umi and Uma, the same beams are selected for (N1, N2) = (8, 2). To summarize general rules for beam pattern design, each beam group contains the orthogonal beams near the best beam. Based on the beam pattern in Figure 6, we construct the configured orthogonal beam groups in Table 1.


Figure 6(a) Beam pattern in (N1, N2) = (4, 4) for Umi (left) and Uma (right)


Figure 6(b) Beam pattern in (N1, N2) = (8, 2) for Umi (left) and Uma (right) 
2.3.2. System-level performance evaluation for the proposed scheme
Based on the agreement on performance evaluation assumptions for advanced CSI schemes, we evaluate the system-level performance of different schemes for the case that rank is up to 2. We evaluate typical port layout in 3D-Umi for Tx16 and Tx32. As for the proposed scheme, the orthogonal beams in each group are pre-defined as Table 1 based on the study above. Furthermore, we simulate both K = 3 and K = 4 cases. As for W1-based scheme, Codebook-config = 3 is applied. Amplitude coefficients and phase coefficients are quantized with 2 bits and 3 bits respectively and fed back in sub-band manner. Other system simulation parameter is attached in Appendix.
Table1. Configured orthogonal beam groups for 3D-Umi with different port layout
	Number of combination beams K
	(N1, N2)
	Beam index in each group

	K = 4
	(4, 4)
	{0, 4, 12, 1}, {0, 4, 12, 3}, {0, 4, 1, 3}, {0, 12, 1, 3}

	
	(4, 2)
	{0, 1, 2, 6}, {0, 1, 2, 3}, {0, 1, 3, 6}, {0, 2, 3, 6}

	K = 3
	(4, 4)
	{0, 1, 4}, {0, 4, 12}, {0, 3, 4}, {0, 1, 12}

	
	(4, 2)
	{0, 1, 2}, {0, 2, 6}, {0, 1, 6}, {0, 2, 4}


Simulation results are shown in Figure 6.
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Figure 6. Performance evaluation for the proposed scheme
It can be observed that LC codebook can achieve substantial performance gain. For Tx32, at least 5% mean performance gain and 25% cell performance gain can be achieved over legacy codebook, and larger gain can be achieved for Tx16. It should be noticed that proposed scheme with only 3 orthogonal beams combination also outperforms W1-based scheme with 4 beams combination. This is very meaningful since the feedback overhead is quite sensitive to the number of combination beams. Based on the benefit of the proposed scheme in terms of overhead and performance, we have the following proposal.
Proposal 2: Adopt the proposed scheme with pre-defined orthogonal beam selection pattern for linear combination codebook.
4. Conclusions
In this contribution, we analyze LC codebook design on the aspect of beam selections and numerous evaluations are presented. Based on the analysis and simulation results, we have the following observation and proposals.
Observation: Linear combination codebook with orthogonal basis outperforms the one with non-orthogonal basis.
Proposal 1: Linear combination codebook should be constructed by orthogonal beams.
Proposal 2: Adopt the proposed scheme with pre-defined orthogonal beam selection pattern for linear combination codebook.
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6. Appendix

	System level simulation parameters

	Scenarios
	3D-UMi 200m ISD

	Antenna Configurations
	2x1 virtulization with 130° tilt

	Antenna Spacing
	(dV,dH)=( 0.8λ, 0.5λ)

	Number of UE antenna
	2Rx cross-polarized antenna

	Traffic model
	FTP 1 with packet size 0.5M byte

	OLLA
	Target at 10% BLER

	CSI-RS
	Period is 5 ms and overhead is accounted.  

	Codebook
	Extension of Rel-13 Class A codebook

	HARQ
	Max 4 retransmissions

	Transmission rank
	Adaptation, 1 or 2

	SU/MU pre-coding
	BD

	Scheduling
	Proportional fair, up to 2 UEs, up to 2 layers

	CQI/PMI reporting interval and frequency granularity
	5ms for CSI, 6RB

	Feedback scheme
	Rel-12 enhanced CSI feedback, PUSCH mode 3-2, Ideal channel covariance /PMI feedback

	Delay for scheduling and AMC
	6ms

	Receiver
	MMSE-IRC. With non-ideal interference covariance matrix estimation by using complex Wishart distribution with 12 degrees of freedom (Model in TR36.829 with DMRS based sample covariance matrix)

	HARQ Scheme
	Chase Combining

	Maximum number of retransmissions
	4

	Traffic model
	FTP1 model with 0.5Mbyte

	Feedback Assumption
	
Non-ideal modeling of channel estimation error model is used, based on DMRS for data demodulation, based on IMR for interference measurement

	Handover margin 
	3dB 
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