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1. Introduction
In RAN1#86, the following agreements on MIMO calibration for NR have been made.
Agreements:
· For the purpose of calibration, companies are encouraged to provide baseline results for NR MIMO in the following meetings, including link-level and system level simulations
· Discuss further on baseline simulation assumptions and metrics for calibration in email discussion after RAN1#86 
· Thereafter, email reflector is used to collect results (no online time for calibration discussions, similar to channel model calibration)
· Email discussion till 8th September to initiate by Ruyue (ZTE)
· Including detailed simulation parameters for UE movement, rotation and/or channel/beam blockage is FFS – (to be included in Ruyue’s email discussion)

[bookmark: _GoBack]This document summarizes the email discussion and agreements made in the email discussion.   

2. Discussion on MIMO calibration

Agreement:
Follow the phased approach below for calibration:
Phase 1: Calibration can be used to check the channel model and the basic beamforming behavior, e.g., by looking at the SNR/SINR distribution (aim to finish it in RAN1#86bis) 
Phase 2:  Start discussion on whether and how to establish the baseline.  Further discuss simulation assumptions for Phase 2 and Phase 3. Calibration can be used to check the link/system level performances, e.g., by looking at the BLER and spectrum efficiency (aim to finish it in RAN1#87) 
Phase 3: Calibration can be used to check the UE movement/rotation/blockage (aim to finish it after RAN1#87) 
NOTE: Parameters can be different in different phases and can be re-discussed in each phase if needed.

Views on simulation parameters for calibration are captured in the following tables. 
2.1 Link-level calibration
#1 Channel model
	Company
	Channel model

	ZTE
	3GPP TR38.900 CDL-A model (Delay spread = 100ns) 
Mobility: 3km/h
While considering one sector, the angles of BS, i.e., AoD, ZoD, are uniformly distributed within [-60, 60] degrees in azimuth domain and [90, 135] degrees in zenith domain via applying uniform-distribution translation angle in Section 7.7.5.1 in TR 38.900 accordingly. Meanwhile, the angles of UE, i.e., AoA, ZoA, are also uniformly distributed within [-180, 180] degrees in azimuth domain and [45, 90] in zenith domain.
[ZTE3]: Translation angle is randomly generated per drop and just the cluster-central angles of ZoA, ZoD, AoA and AoD are translated accordingly.    We can view it as different BS-UE link is generated per drop.  So it is not related to angular spread which remains the same as the table for CDL in Section 7.7.1 in TR 38.900.
The predefined angle values in CDL models can be generalized by introducing angular translation and scaling. By translation, mean angle can be changed to Δ𝜙 and angular spread can be changed with scaling. The translated and scaled angles can be obtained according to the following equation:



where  	is the translation angle which is distributed according to the ranges proposed above (e.g. [-60, 60] for azimuth of departure in BS) .   Angular spread remains the same in the table in Section 7.7.1 i.e. AS_desired=AS_model.  

	Nokia
	We agree with ZTEs proposal. We may discuss if 4GHz needs to be part of this exercise, but maybe more important to consider the SLS only for below 6GHz.

	Xinwei
	For 30GHz proposed in the following, we agree with ZTE’s proposal. But if 4GHz is part of the link level calibration, it is necessary to adopt some other CDL model with longer delay spread.    

	Huawei
	For link level channel model calibration only, ZTE’s proposal could be used.
(However, we think it would be appropriate to discuss link level channel model calibration under [86-28].)
[HWv2]: Further clarification: does this mean AS_desire = 120deg? And ZS_desire = 45deg?

	Ericsson
	ZTE’s proposal is ok to us with the following changes 1) CDL-B is used (the ZoD angles for CDL-A look very strange with many clusters in directions towards the sky), 2) the zenith domain distribution for the translation angle should be uniform over the interval 90 to 100 degrees.

	CATT
	Agree with Ericsson’s proposal, ZoD angles with CDL-A with many clusters towards sky doesn’t make sense. 

	Samsung
	We agree with Ericsson.

	LGE
	We are ok with Ericsson’s proposal that CD-B is used for this calibration campaign. 

	Intel
	We are fine with either CDL-A or CDL-B. CDL-A seems having one dominant channel direction and CDL-B seems having multiple dominant channel directions. And each may has its applicable scenarios. But we agree with Ericsson that the ZoD of some clusters in CDL-A looks a bit strange. But as they have small powers, we don’t expect this strange behavior will have much impact on the results.

	Qualcomm
	We propose to calibrate both CDL-A and CDL-B.

	Mitsubishi Electric
	A small correction to [ZTE 3] above. R1-167919 was agreed in RAN1#86 to change the scaling equation. Maybe it is better to use the up-to-date equation. We underlined the changes with red lines below.
[ZTE3-Mitsubishi]: Desired mean angle is randomly generated per drop and just the cluster-central angles of ZoA, ZoD, AoA and AoD are translated accordingly.    We can view it as different BS-UE link is generated per drop.  So it is not related to angular spread which remains the same as the table for CDL in Section 7.7.1 in TR 38.900.

The predefined angle values in CDL models can be generalized by introducing angular translation and scaling. By translation, mean angle can be changed to  and angular spread can be changed with scaling. The translated and scaled angles can be obtained according to the following equation:



where 	is the desired mean angle  which is distributed according to the ranges proposed above (e.g. [-60, 60] for azimuth of departure in BS) .   Angular spread remains the same in the table in Section 7.7.1 i.e. AS_desired=AS_model.  

	
	



Observation and comment:  Support the use of CDL-A and CDL-B is about half and half.  Note that clusters pointing towards sky are due to reflection.  CDL-A and CDL-B correspond to different scenarios.  CDL-A has less dominant channel direction (e.g. Indoor) while CDL-B has more dominant channel directions (e.g. UMi).  Since running link level simulator with ideal beam selection should not be too complex, it is suggested to calibrate both cases at least in this stage.  
Only one company thinks link level calibration should be discussed in [86-28].  Note that [86-28] covers mainly the additional feature calibration.  It has not been agreed that link level calibration is needed in channel model agenda item.  It has been agreed in NR MIMO agenda item to discuss on baseline simulation assumptions and metrics for both link level and system level calibration.    
Agreement:
Calibrate both CDL-A and CDL-B with delay spread =100ns and UE speed=3km/h.  The angles of BS, i.e., AoD, ZoD, are uniformly distributed within [-60, 60] degrees in azimuth domain and [90, 135] degrees in zenith domain, and those of UE, i.e., AoA, ZoA, are uniformly distributed within [-180, 180] degrees in azimuth domain and [45, 90] in zenith domain, via applying uniform-distribution desired mean angle in Section 7.7.5.1 in TR 38.900 accordingly.

#2 Carrier frequency, bandwidth & subcarrier spacing 
	Company
	Carrier frequency, bandwidth & subcarrier spacing

	ZTE
	Carrier frequency=30GHz, bandwidth=80MHz, subcarrier spacing=60kHz

	Nokia
	Agree the above

	Xinwei
	Agree that 30 GHz is mandatory. But we think 4GHz should also be calibrated, since comprehensive comparison with legacy LTE solution would be necessary.

	Huawei
	For link level channel model calibration, consider the following:
Carrier frequency = 4GHz, bandwidth = 20MHz, subcarrier spacing = 15kHz. 
Carrier frequency = 30GHz, bandwidth = 80MHz, subcarrier spacing = 60kHz.
(However, we think it would be appropriate to discuss link level channel model calibration under [86-28].)

	Ericsson
	We agree with Xinwei that 4 GHz should be calibrated as well (as mandatory).

	CATT
	Agree with ZTE

	Samsung
	Agree with ZTE

	LGE
	Since calibration campaign is not conducted in FD-MIMO, 4GHz needs to be calibrated as well. 
Carrier frequency = 4GHz, bandwidth = 20MHz, subcarrier spacing = 15kHz. 
Carrier frequency = 30GHz, bandwidth = 80MHz, subcarrier spacing = 60kHz.

	Intel
	Agree with ZTE

	[bookmark: OLE_LINK5][bookmark: OLE_LINK6]NTT DOCOMO
	Both 4GHz and 30GHz should be calibrated.

	Qualcomm
	Carrier frequency = 30GHz, bandwidth = 80MHz, subcarrier spacing = 120kHz.



Observation and comment:  Five companies see the need of calibrating for 4GHz as well.  
Agreement: 
Use the following parameters for 4GHz and 30GHz:
Carrier frequency = 4GHz, bandwidth = 20MHz, subcarrier spacing = 15kHz.
Carrier frequency = 30GHz, bandwidth = 80MHz, subcarrier spacing = 60kHz

#3 TXRU mapping to antenna elements & TXRU mapping weights
	Company
	TXRU mapping to antenna elements & TXRU virtualization weights

	ZTE
	2D sub-array partition model is used. TXRU virtualization weights for each panel is the Kronecker product between vertical and horizontal weight vectors taken from DFT, with oversampling factor = 2.  A single TXRU is mapped per panel per subarray per polarization. 
i.e. the 2D sub-array partition model defined in TR36.897 is used as in the following:
-	q is given by q=x⊗(vi⊗wo)
where
-	q is a Tx signal vector at the M co-polarized antenna elements within a column
-	wo and vi is a wideband TXRU virtualization weight vector 
-	x is a TXRU signal vector at MTXRU TXRUs

-	The length of wo is given by K = M/MTXRU
-	The length of vi is given by L = N/NTXRU

-	wo for  is given by

-	

-	vi for is given by

-	
This virtualization is applied to both TRP and UE.

	Nokia
	In principle we agree with the above model, but the oversampling factor of 2 might not be necessary.

	Xinwei 
	A little bit confused about ZTE’s proposal. Does ZTE mean the two models (single TxRU per panel per polarization and 2D subarray partition model) are both calibrated? Or single TxRU model at UE side and subarray model at TRP? 
For simplicity of calibration, we think it is enough to calibrate only one model. We prefer subarray partition at eNB and single TxRU at UE . We are OK with the DFT codebook and oversampling factor 2 for the purpose of  calibration.

	Huawei
	

Only for link level channel model calibration. No need to define oversampling factor.  and  follows channel model calibration. (However, we think it would be appropriate to discuss link level channel model calibration under [86-28].)

	Ericsson 
	For calibration, one model for 30 GHz is sufficient. For 4 GHz, we follow the TXRU mapping to antenna elements used in Rel.13 FD-MIMO (not limited to one TXRUs per panel-polarization)  

	CATT
	Agree with Nokia’s view

	Samsung
	We also agree with the above model. The oversampling factor can be optional.

	LGE
	We are generally ok with 2D subarray model as ZTE proposed, but the oversampling factor of 2 seems not be necessary. For 4GHz, reuse the antenna model in Rel.13 FD-MIMO.

	Intel
	We are fine with ZTE’s proposal. We are fine with using oversampling factor of 2 for calibration.

	NTT DOCOMO
	For 30GHz, either of the following two options is fine: Opt. 1: single TXRU per panel per polarization; Opt. 2: 2D subarray partition within panel (i.e., 4 TXRU per panel per polarization). For 4GHz, we following the TXRU mapping to antenna elements used in Rel. 13 FD-MIMO, i.e., TXRU virtualization only in the vertical dimension. We prefer sub-array based TXRU virtualization scheme. TXRU number shall be clarified (In FD-MIMO discussion, a wide range of TXRU numbers have been evaluated without calibration).

	Qualcomm
	Agree with Nokia.



Observation and comment: Some companies think single TXRU per panel per polarization is good enough for calibration.  This also avoids defining number of TXRUs for each case.   Four companies think oversampling factor=2 is not necessary.  Just for the calibration, let’s set oversampling factor to 1 first.
Agreement:
For 30GHz, a single TXRU per panel per polarization is used.   2D TXRU virtualization weights for each panel is the Kronecker product between vertical and horizontal weight vectors taken from DFT with oversampling factor=1.  Number of TXRUs= Mg x Ng x 2.   
For 4GHz, TXRU virtualization only in the vertical dimension (i.e. 1D virtualization) using DFT with oversampling factor=1.  Number of TXRUs= Mg x Ng x N x 2.

#4 Beam sweeping approach 	
	Company
	Beam sweeping approach

	ZTE
	Each analog beam (weights per panel) pair independently occupies one symbol of OFDM; Without loss of generality, the typical exhaustive sweeping for any TX and RX beam pairs is used as shown in the following figure.
Notes: The numbers of TRP and UE beams with oversampling factor = 2 are X=(4*2)*(8*2)=128 and Y=(2*2)*(4*2)= 32 according to “Part#7 other parameters”. The number of probing beam pair is X*Y = 4096 in the exhaustive sweeping;




	Nokia
	Calibrating the beam sweeping could be a good intention, but we think this might be difficult as a first step in this calibration process. To make this easier, a straight forward way is to simply parametrize the channel model in the same way by all companies, and exploiting the ideal beam selection approach. For example using the parameters from Table 7.1.1 CDL-A, we can point the best beam  associated to the panel at BS side towards AoD and ZoD directions to the strongest cluster in terms of power, i.e. cluster #2. By following same principle, beam directions for UE beamformer, in terms of AoA and ZoA, can also be selected. We will be conducting the SU MIMO transmission over this beam pair. If this work smoothly, we can have the additional step of sweeping subframe calibration.

	Xinwei
	We think calibrating beam sweeping is necessary. As a baseline, it makes sense to use the simplest sweeping method as ZTE proposes.   

	Huawei
	We think beam sweeping is one of enhanced features. If we want to calibrate the implementation of TXRU virtualization, it is partially done in channel model calibration. The assumption on TXRU virtualization in item #3 could be used for link level channel model calibration. Therefore there seems no need to have further assumption here.

	Ericsson
	Calibrating beam sweeping is postponed until we have had more discussion on what a beam sweep is and how the reference signals look like. Following Nokia’s approach is sufficient for now.  

	CATT
	It would be difficult to calibrate the beam sweeping, as Nokia mentioned it should be simplified.

	Samsung
	We agree with Ericsson.

	LGE
	It is difficult to calibrate the beam sweeping without any further discussion. For this calibration campaign, following Nokia’s proposal is ok to us. 

	Intel
	For calibration, Nokia’s approach seems sufficient for now.

	NTT DOCOMO
	It is fine for us to evaluate and compare different TXRU virtualizations (e.g., using different DFT weights) performance without specifying the detailed frame structure.

	Qualcomm
	Agree with Nokia that testing out simple cases of SU-MIMO as a starting point is clearer than calibrating the beam sweep.



Observation and comment:  Almost all the companies are okay with the approach proposed from Nokia at this stage.
Agreement:
Calibrate both methods:
Beam Selection Method 1: Adopt the approach proposed by Nokia.  The DFT beam directly is pointing to the strongest cluster.
Beam Selection Method 2: Select a beam among the limited set of DFT beams with oversampling factor=1.  Select the best beam pair at the same time based on the criteria of maximizing receive power after beamforming.  Companies provide the details of beam selection.

#5 Criteria for beam selection
	Company
	Criteria for beam selection

	ZTE  
	Search the beam pair with the objective of maximizing receive SNR 

	Nokia
	By maximizing received signal power per beam pair.

	Xinwei
	Since in the following metrics both EIRP and SNR would be collected, we think it is interesting to see the relationship between SNR and EIRP distribution for different beam selection criteria. As baseline signal power could be used as the criteria for beam selection. SNR criteria could be made optional for companies to choose. 

	Huawei
	For link level channel model calibration, this is not needed.

	Ericsson
	By maximizing received signal power per beam pair.

	CATT
	Maximizing RSRP per beam pair

	Samsung
	Agree with Nokia’s proposal

	LGE
	Maximizing RSRP per beam pair, and this beam pair is fixed during the simulation.

	Intel
	If we don’t plan to implement beam sweeping for calibration, this step can be skipped.

	Qualcomm
	Can choose beams to maximize RSRP.



Observation and comment:  Although the process of beam selection is ideal, we still need to have criteria for beam selection since number of available beams is limited.  Most of the companies are okay with received signal power as the criteria. 
Agreement:
Select the beam pair by maximizing received signal power per beam pair.

#6 Metrics
	Company
	Metrics

	ZTE
	1) CDF of the maximum EIRP[*](of all beams): #1 for TRP; #2 for UE;
2)  Receive SNR with beamforming gain as a function of SNR ranging from -18 dB to 0dB.

[bookmark: OLE_LINK1][bookmark: OLE_LINK2] [*] The equivalent isotropically radiated power (EIRP) is the amount of power that a theoretical isotropic antenna (which evenly distributes power in all directions) would emit to produce the peak power density observed in the direction of maximum antenna gain. To be more specific,, where and are in dB, and antenna gain is expressed in dBi, relative to a theoretical isotropic reference antenna. For link-level simulation, PT =0dBm as default.
[ZTE3]: For each drop, translation angle is different.  So the UE boresight can be different.  It can be interpreted to have different path loss in different SNR range.
Since beam selection is ideal now, SNR does not matter.  So we can just set a fixed SNR e.g. SNR=0dB and see the distribution of receive SNR with beamforming.  

	Nokia
	Consider only SNR distribution w/ beamforming.

	Xinwei
	EIRP and SNR related statistics are both necessary. But for CDF of EIRP, it should be clarified how the data is collected. Due to the uniform distribution of translation angle, beam index should not be fixed using its geometrical direction.  Beams should be numbered relative to the beam selected with above selection criteria. Only in this way would CDF statistics make sense.

	Huawei
	SNR distribution for link level channel model calibration
[HWv2]: For further clarification: For each link-level simulation drop, the UE boresight is different? Or the transmit power of BS is different? It impacts how we form the SINR distribution.

	Ericsson
	Consider only SNR distribution w/ beamforming.

	CATT
	Consider only SNR distribution w/ beamforming.

	Samsung
	Agree with Nokia’s proposal.

	LGE
	SNR distribution w/ beamforming

	Intel
	SNR distribution w/beamforming. 

	NTT DOCOMO
	Consider only SNR distribution w/ beamforming.

	Mediatek
	 “SNR distribution w/ beamforming” can be understood easily in SLS but not in LLS. We propose to change Proposal 6 to ZTE’s original proposal 2) in the table, “Receive SNR with beamforming gain as a function of SNR ranging from -18 dB to 0dB”

	Qualcomm
	Agree with Nokia.



Observation and comment:  Majority want SNR distribution with beamforming only
Agreement:
Adopt the metric of CDF of receive SNR w/ beamforming at SNR=0dB for Phase 1 calibration.


#7 Other parameters:
Table 1-7 Other parameters
	Parameter
	Values

	BS antenna configurations
	30GHz:  (M,N,P,Mg,Ng) = (4,8,2,2,2). (dV,dH) = (0.5, 0.5)λ. (dg,V,dg,H) = (2.0, 4.0)λ
4GHz:  (M,N,P,Mg,Ng) = (4,4,2,1,1). (dV,dH) = (0.5, 0.5)λ

	BS antenna pattern
	Refer to [1]

	UE antenna configurations
	30GHz:
(M, N, P, Mg, Ng) = (2, 4, 2, 1, 2); (dV,dH) = (0.5, 0.5)λ. (dg,V,dg,H) = (0, 0)λ.
Θmg,ng=90; Ω0,1=Ω0,0+180;
Notes: the polarization angles are 0 and 90
Notes: introduce (Ωmg,ng, Θmg,ng) for orientation of the panel (mg, ng), 0≤mg<Mg, 0≤ng<Ng,  where the orientation of the first panel (Ω0,0, Θ0,0) is the same as UE orientation, Ωmg,ng is the array bearing angle and Θmg,ng is the array downtilt angle defined in [TR 36.873].

[ZTE3]: The panel with the best receive SNR is chosen for output metric. i.e. no combining is done between panels.

4GHz:  (M,N,P,Mg,Ng) = (1,1,2,1,1)

	BS array orientation
	azimuth 0 degree; downtilt: 110 degree 

	UE array orientation
	ΩUT, uniformly distributed on [0,360] degree, ΩUT,= 90 degree, ΩUT, = 0 degree

	UE antenna pattern
	Refer to [1]

	BF scheme
	Analog BF based on beam selection + Digital BF based on ideal SVD


	MIMO mode
	SU-MIMO with rank=1





Comments and suggestions on other issues, which are not limited to other parameters in #7:
	Company
	Comments and suggestions for other issues

	 Nokia
	 We would favour SU MIMO rank 2

	 Xinwei
	(1) As calibration baseline, SU-MIMO with rank=1 is OK.
(2) UE rotation model discussed in the following, if agreed, should also be used in link level calibration. 

	Huawei
	UE antenna configurations : For link level calibration (for link level channel model), it suffices to have 1 panel, i.e., (M, N, P, Mg, Ng) = (2, 4, 2, 1, 1)
BF scheme: Not needed in link-level calibration
MIMO mode : Not needed in link-level calibration. 1 Tx and 1 Rx port will be used for link-level channel model calibration.
[HWv2]: If two panels are used for UE side, need to clarify the SINR of each panel is plotted, or the combined SINR of both panels are plotted.
We think for calibration purpose, one panel is sufficient.

	Ericsson
	We also favour SU MIMO rank 2

	CATT
	 SU MIMO rank 1

	Samsung
	We also favour SU MIMO rank 2

	LGE
	SU-MIMO with rank 1

	Intel
	SU-MIMO with rank 1 is fine

	NTT DOCOMO
	Phased approach is preferred.
Phase-1: calibration of SNR w/ beamforming
Phase-2: calibration of MIMO performance

	Qualcomm
	Agree with NTT DOCOMO; Can limit to rank 1 initially.



Observation and comment:  4 companies favor SU-MIMO rank1.  3 companies favor SU-MIMO rank 2.  However, more discussion may be needed for how to define SNR for rank 2.  For simplicity, it is suggested to limit it to rank 1 for calibration in the first step.
Agreement:
Adopt Table 1-7 for other parameters in #7.
2.2 
System-level calibration
#1 Scenarios (including carrier frequency, bandwidth & subcarrier spacing)
	Company
	Scenarios

	ZTE
	Indoor hotspot (carrier frequency 30GHz), Urban macro(carrier frequency 30GHz), dense urban(macro layer carrier frequency 4GHz, micro layer carrier frequency 30GHz)

	Nokia
	The above scenarios are covering three out of the four agreed deployments (rural not considered). While a bit excessive, it might be beneficial to calibrate all 3 of these. The proposed carrier frequencies are OK to us.

	Xinwei
	Agree.

	Huawei
	Proponents provide the baseline results according to their selected deployment scenario and carrier frequency, which are defined in “general assumption” table. Specifically, 
- Dense urban: Macro layer 4GHz; Micro layer 4GHz, 30GHz, 70GHz
- Urban macro: 4GHz
- Indoor hotspot: 4GHz, 30GHz, 70GHz
[HWv2]: We think 4GHz could be used for Urban macro. 
Note that channel modeling calibration already calibrated 30GHz, and 4GHz. Considering there are possibility for 4GHz to use beamforming features, it would be good to have 4GHz in the list.

	Ericsson
	These are fine but for dense urban calibration, there will be many implementation issues since we are forced to use two different channel models simultaneously (3D-UMa for 4 GHz and 38.900 for 30 GHz). It is unlikely that such complicated calibration can be completed with so many outstanding issues to be agreed on.  I suggest we leave out the micro layer for the initial calibration to avoid these issues and also issues with layer association before we are finished calibrating with a single layer.

	CATT
	For calibration it is not necessary to simulate many scenarios, we think one indoor and one Urban macro scenario is enough, agree with Ericsson on calibrating with a single layer

	Samsung
	We favour to choose Urban macro for the first step. The proposed carrier frequencies are fine for us. 

	LGE
	We also think calibrating three scenarios is a bit excessive. We prefer Indoor hotspot (carrier frequency 30GHz), Urban macro(carrier frequency 30GHz).

	Intel
	It is better to reduce the calibration cases as we have done one round for channel model already. So maybe we can start with Urban macro at 30GHz.

	NTT DOCOMO
	Fine with ZTE’s proposal. However, we also agree with Ericsson that we shall resolve the following issues for dense urban scenario: use two different channel models simultaneously; inter-frequency/layer cell association; whether different UE antenna models are considered for 4GHz and 30GHz. In that sense, we suggest separated evaluations for the calibration purposes.
Model A: macro-only 10 users per TRP, all UEs are connected to macro layer. Users randomly and uniformly dropped throughout the macro geographical area
Model B: micro-only 3 micro BSs per macro BS and 20 users per clusters, all UEs dropped in clusters are connected to micro layer

	Mediatek
	We think calibrating only Urban macro at 30GHz is enough for first step. In proposal 10 (constraints for the range of selective beams per TRP sector), there’s no conclusion for Indoor hotspot. In addition, we agree with Intel that the SLS channel model for Indoor hotspot is already calibrated, therefore Urban macro is sufficient for calibration on beamforming feature.

	Qualcomm
	Agree with Ericsson that we can do 4GHz macro-only calibration first. For 30GHz, consider Urban Macro first. If single layer for dense urban is agreed, we propose using 30GHz dense urban first.



Observation and comment:  Four companies think it is not necessary to calibrate three scenarios in the first step.  Let’s focus on 30GHz for Indoor and Urban macro and consider other scenarios later.
Agreement:
Calibrate the following scenarios in the Phase 1:
Indoor hotspot (carrier frequency 30GHz), Urban macro (carrier frequency 30GHz), Dense Urban (macro layer carrier frequency 4GHz, micro layer carrier frequency 30GHz)
Independent calibration for macro layer and micro layer for dense urban scenario.
· Macro layer: macro-only 10 users per TRP, all UEs are connected to macro layer. Users randomly and uniformly dropped throughout the macro geographical area
· Micro layer: micro-only 3 micro BSs per macro BS and 10 users per TRP

#2 TXRU mapping to antenna elements
	Company
	TXRU mapping to antenna elements & TXRU virtualization weights

	ZTE
	2D sub-array partition model is used. TXRU virtualization weights for each panel is the Kronecker product between vertical and horizontal weight vectors taken from DFT, with oversampling factor = 2.  A single TXRU is mapped per panel per subarray per polarization.
i.e. the 2D sub-array partition model defined in TR36.897 is used as in the following:
-	q is given by q=x⊗(vi⊗wo)
where
-	q is a Tx signal vector at the M co-polarized antenna elements within a column
-	wo and vi is a wideband TXRU virtualization weight vector 
-	x is a TXRU signal vector at MTXRU TXRUs

-	The length of wo is given by K = M/MTXRU
-	The length of vi is given by L = N/NTXRU

-	wo for  is given by

-	

-	vi for is given by

-	
This virtualization is applied to both TRP and UE.

	Nokia
	We are fine with ZTE’s proposal. Follow same modelling approach as with link-level simulations.

	Xinwei
	We have similar concern as in link level calibration. For 30GHz, It is better that we have 2D subarray partition at TRP and single TxRU at UE. The number of  TxRU per panel should also be fixed at least for calibration. 
Note that there is a 4GHz macro layer in dense urban scenario. The TxRU virtualizaion model should be full digital for calibration.

	Huawei
	For baseline UPT / spectral efficiency results, proponents should use the same number of TXRUs in their proposed enhanced feature as the baseline feature. The baseline TXRU virtualization weights could be 1D- / 2D-DFT weight vector. The TXRU virtualization of baseline is static within simulation time.
TXRU number for TRP: 
- For below 6GHz: 16 / 32 / 64 TXRU
- For above 6GHz: A single TXRU is mapped per panel per polarization

TXRU number for UE:
- A single TXRU is mapped per panel per polarization 

	Ericsson
	OK for 30 GHx. For 4 GHz, we follow the TXRU mapping to antenna elements used in Rel.13 FD-MIMO (not limited to one TXRUs per panel-polarization)  

	CATT
	OK with ZTE’s proposal

	Samsung
	We are also fine with ZTE’s proposal. The oversampling factor can be optional.

	LGE
	We are generally ok with 2D subarray model as ZTE proposed, but the oversampling factor of 2 seems not be necessary. For 4GHz, reuse the antenna model in Rel.13 FD-MIMO.

	Intel
	Fine with ZTE’s proposal.

	NTT DOCOMO
	For UPT/SE calibration, at least TXRU number shall be fixed. 

	Qualcomm
	For 4GHz, we can follow the TXRU mapping options for Phase 2 calibration in TR36.873.
For 30GHz, use same as link level.



Observation and comment:  Similar to link level.
Agreement:
For 30GHz, a single TXRU per panel per polarization is used.   2D TXRU virtualization weights for each panel is the Kronecker product between vertical and horizontal weight vectors taken from DFT with oversampling factor=1.  Number of TXRUs= Mg x Ng x 2.   
For 4GHz, TXRU virtualization only in the vertical dimension (i.e. 1D virtualization) using DFT with oversampling factor=1.  Number of TXRUs= Mg x Ng x N x 2.



#3 Constraints for the range of selective beams per TRP sector
	Company
	Constraints for the range of selective beams per TRP sector

	ZTE
	Urban macro: three sectors; the directions of beams, e.g., DFT codebook, are within [-60, 60] degrees in azimuth domain and [100, 160] degrees in zenith domain, taking into account the UE’s distribution;
Dense urban(macro layer): three sectors; the directions of beams, e.g., DFT codebook, are within [-60, 60] degrees in azimuth domain and [100, 160] degrees in zenith domain, taking into account the UE’s distribution;
Dense urban(micro layer): the directions of beams, e.g., DFT codebook, are within [-60, 60] degrees in azimuth domain and [35, 135] degrees in zenith domain, taking into account the UE’s distribution;
Indoor hotspot: Indoor hotspot follows Option 1 of 12 sites agreed in email discussion [86-27].  
The directions of beams, e.g., DFT codebook, are within [-180, 180] degrees in azimuth domain and [90, 180] degrees in zenith domain, taking into account the UE’s distribution.

	Nokia
	We are fine with proposed range of beam directions for each scenario.

	Xinwei
	Agree.   

	Huawei
	For beamformed CSI-RS, the mapping of CSI-RS port to TXRU is needed.
If different CSI-RS ports are beamformed to different directions, the range of beams could be:
· Urban macro: the directions of CSI-RS beams are within [-60, 60] degrees in azimuth domain relative to BS boresight, and [90, 160] degrees in zenith domain, taking into account the UE’s distribution;
· Dense urban(macro layer): the directions of CSI-RS beams are within [-60, 60] degrees in azimuth domain relative to BS boresight, and [90, 160] degrees in zenith domain, taking into account the UE’s distribution;
· Dense urban(micro layer): For omni-directional antenna, the directions of CSI-RS beams are within [-80, 80] degrees in azimuth domain relative to BS boresight, for sector antenna, the directions of CSI-RS beams are within [-60, 60] degrees in azimuth domain relative to BS boresight; and [35, 135] degrees in zenith domain, taking into account the UE’s distribution;
CSI-RS port number: Up to 16 port
For baseline UPT / spectral efficiency results, proponents should use the same number of CSI-RS ports in their proposed enhanced feature as the baseline feature.

	Ericsson
	We think we should have beams covering [90,160] to be on the safe side (macro layers).  

	CATT
	Fine with ZTE’s proposal

	Samsung
	Agree with ZTE

	LGE
	We are ok with ZTE’s proposal for Indoor hotspot and Urban macro.

	Intel
	Fine with ZTE’s proposal

	Qualcomm
	Fine with ZTE’s proposal



Observation and comment:  Majority are fine with ZTE’s proposal
Agreement:
 Urban macro: three sectors; the directions of beams, e.g., DFT codebook, are within [-60, 60] degrees in azimuth domain and [90, 160] degrees in zenith domain, taking into account the UE’s distribution;
Indoor hotspot: Indoor hotspot follows Option 1 of 12 sites agreed in email discussion [86-27].  
The directions of beams, e.g., DFT codebook, are within [-180, 180] degrees in azimuth domain and [90, 180] degrees in zenith domain, taking into account the UE’s distribution.

#4 Criteria for analog beam selection
	Company
	Criteria for analog beam selection

	ZTE  
	Search the beam pair with the objective of maximizing RSRP 

	Nokia
	Agree with ZTE

	Xinwei
	Agree.

	Huawei
	It seems to be an enhanced feature, which is not part of baseline feature. Proponents report if analog beamforming and beam selection is used.

	Ericsson
	OK

	CATT
	Agree with ZTE’s proposal

	Samsung
	Agree with ZTE

	LGE
	Maximizing RSRP per beam pair, and this beam pair is fixed during the simulation.

	Intel
	The current RSRP definition sums up power from all channel clusters. Since we are simplifying the beam selection rule by pointing the beam towards the strongest channel clusters, it is better to select a beam whose post beamforming channel cluster is strongest. Otherwise we may artificially run into the risk to increase channel selectivity over frequency.

	NTT DOCOMO
	OK

	Qualcomm
	Agree.  We can follow the RSRP post beamforming.



Observation and comment:  Majority are fine with ZTE’s proposal.  Our understanding the RSRP we are talking about is post-beamforming RSRP.
Agreement:
 Search the beam pair with the objective of maximizing RSRP (post beamforming)
Adopt Beam Selection Method 2: Use a fixed set of DFT beams with oversampling factor=1.  Select the best beam pair at the same time based on the criteria of maximizing receive power after beamforming.  Companies provide the details of beam selection.

#5 Scheduling algorithm
	Company
	Scheduling algorithm

	ZTE
	PF scheduler

	Nokia
	PF scheduler

	Xinwei
	Standard PF scheduler

	Huawei
	PF scheduler

	Samsung
	PF scheduler

	Ericsson
	Round robin scheduler, SU-MIMO only

	CATT
	PF scheduler

	LGE
	PF scheduler

	Intel
	Round robin scheduler with one user per subframe maybe the simplest for calibration for us to start with. Because at high frequency band, we see noticeable users are in outage. Without aligning the way to handle outage, it is possible to have different outage propagation through PF scheduler. This may make the initial throughput results hard to compare.

	NTT DOCOMO
	Using baseline performance calibration assumptions of TR 36.873. It shall be further clarified how the analog beam selection is considered in scheduling and retransmission. In that sense, SU-MIMO with wideband scheduling is preferred.

	Qualcomm
	Since this is for calibration purpose, using a simple scheduler and a MIMO scheme can help to minimize the impact of different implementations.  We prefer to use round robin scheduler with full bandwidth allocation.



Agreement:
Adopt round robin scheduler as the scheduler algorithm with SU-MIMO wideband scheduling at least for Phase 1 calibration. 

#6 Traffic Model
	Company
	Traffic Model

	ZTE
	Full buffer

	Nokia
	Full buffer

	Xinwei
	FTP model should be used. Most further evaluation would be conducted with FTP model, as what is practiced in 36.897. It is better to start with FTP model at the calibration stage.  

	Huawei
	Full buffer and burst buffer.
Traffic model of the enhanced feature evaluation should be the same as is used in baseline evaluation. 

	Ericsson
	Full buffer is suitable for the calibration

	CATT
	Full buffer is suitable for the calibration

	Samsung
	Full buffer

	LGE
	Full buffer

	Intel
	Full buffer

	NTT DOCOMO
	Full buffer

	Qualcomm
	Full buffer



Observation and comment:  Majority support full buffer
Agreement:
Adopt full buffer as the traffic model for calibration

#7 Metrics
	Company
	Metrics

	ZTE
	1) CDF of average wideband SINRs with and without beamforming
2) CDF of spectral efficiency

	Nokia
	1) Wideband SINR w/ and w/o beamforming
2) CDF of spectral efficiency

	Xinwei
	We are OK with CDF of wideband SNR. But for spectral efficiency calculation, it is necessary we fix channel coding and modulation first. We can use legacy LTE coding and modulation schemes without any implication of which channel coding would be adopted for NR. 

	Huawei
	For burst buffer: 5%, 50% UPT, average UPT 
For full buffer: TRP average spectral efficiency and 5%-tile user spectral efficiency

	Ericsson
	Agree with ZTE

	CATT
	1) Wideband SINR w/ and w/o beamforming
2) CDF of spectral efficiency

	Samsung
	1) CDF of wideband SINR with and without beamforming
2) CDF of spectral efficiency

	LGE
	1) Wideband SINR w/ and w/o beamforming
2) CDF of spectral efficiency

	Intel
	Agree with ZTE

	NTT DOCOMO
	Phased approach is preferred.
Phase-1: CDF of average wideband SINRs with and without beamforming
Phase-2: CDF of spectral efficiency

	Qualcomm
	1) CDF of DL geometry
3) CDF of per UE average SINR (post antenna combination with linear averaging over time and frequency)
4) CDF of user throughput



Observation and comment:  Majority are ok with ZTE’s proposal.  It should be clarified that channel coding and modulation follows legacy LTE. 
Agreement:
Adopt the following metrics:
Phase 1:  CDF of wideband SINR with and without beamforming  
Phase 2:  CDF of spectral efficiency

#8 Calibration on DL only or both UL and DL?
	Company
	Metrics

	ZTE
	DL only

	Nokia
	DL only

	Xinwei
	DL only

	Huawei
	DL and UL, depending on proponent’s proposed solution is to be applied to DL or UL

	Ericsson
	DL only

	CATT
	DL only

	Samsung
	DL only

	LGE
	DL only

	Intel
	DL only

	NTT DOCOMO
	DL only

	Qualcomm
	DL only



Observation and comment:  Majority are ok with DL only
Agreement:
Calibrate DL only

#9 Other parameters:
Table 2-9 Other parameters
	Parameter 
	Values 

	BS Tx power 
	Refer to [1] 

	Noise figure for BS 
	Below 6GHz: 5 dB; Above 6GHz: 7 dB

	Noise figure for UE 
	Below 6GHz: 9 dB; Above 6GHz: 10dB

	BS antenna configurations 
	Refer to the baselines in [1] and Option 1 of Indoor Hotspot agreed in [86-27].

	BS antenna pattern 
	Refer to [1] 

	UE antenna configurations 
	30GHz:  (M, N, P, Mg, Ng) = (2, 4, 2, 1, 2); (dV,dH) = (0.5, 0.5)λ. (dg,V,dg,H) = (0, 0)λ. Θmg,ng=90; Ω0,1=Ω0,0+180; 
Notes: the polarization angles are 0 and 90 
 [ZTE3]: The panel with the best receive SNR is chosen for output metric. i.e. no combining is done between panels.
4GHz:  (M,N,P,Mg,Ng) = (1,1,2,1,1)

	UE array orientation 
	ΩUT, uniformly distributed on [0,360] degree, ΩUT,= 90 degree, ΩUT, = 0 degree 

	UE antenna pattern 
	Refer to [1] 

	Inter-panel calibration 
	Ideal 

	Control overhead 
	Zero 

	UE receiver type 
	MMSE-IRC 

	Number of UEs
	Refer to [1]

	UE distribution 
	Refer to [1]  

	BF scheme 
	Analog BF based on beam selection + Digital BF based on ideal SVD 

	MIMO mode 
	SU-MIMO with rank=1


NOTE: Any other parameters not specified follow [1].

Comments and suggestions for other issues, which are not limited to other parameters in #9:
	Company
	Comments and suggestions for other issues

	 Xinwei
	 (1) Channel coding and modulation should also be fixed for calibration. Legacy LTE coding and modulation could be adopted with some minor adaptation.
(2) Reference signal overhead could be modeled as a fixed value for calibration.
(3) For 4GHz macro layer in dense urban scenario, UE antena number could be fixed as 2. 
(4) UE rotation, movement and blockage should also be part of the SLS calibration.

	Huawei
	
UE antenna configurations (HW)
For 4 GHz: (1,1,2,1,1); Omni-directional antenna with polarization angles 0 and 90 deg.
For 30 GHz: (M, N, P, Mg, Ng) = (2, 4, 2, 1, 2); (dV,dH) = (0.5, 0.5)λ. 
Inter-panel distance is 6.0λ.
Θmg,ng=90; Ω0,1=Ω0,0+180; 
Notes: the polarization angles are 0 and 90
For 70 GHz: (M, N, P, Mg, Ng) = (4, 4, 2, 1, 2); (dV,dH) = (0.5, 0.5)λ. 
Inter-panel distance is 6.0λ.
Θmg,ng=90; Ω0,1=Ω0,0+180; 
Notes: the polarization angles are 0 and 90

Control overhead: Reported by proponents
Feedback latency: 4ms

Feedback scheme (HW)
PUSCH 3-2

DL BF scheme (HW):
Option 1: Digital BF based on SVD according to SRS measurement, with fixed TXRU virtualization weights
Option 2: codebook based
MIMO mode (HW):
MU-MIMO; SU-MIMO; both with rank adaptation
[HWv2]: Again, we need to clarify how to define SINR for the two panel case, whether it is combined SINR from two panels, or it is SINR of one panel.

	 Ericsson
	For below 6 GHz, we use the same antenna model as in Rel.13 FD-MIMO (no panel model). SU MIMO with rank 2. 

	 CATT
	Carrier frequency=30GHz, bandwidth=40MHz, subcarrier spacing=60kHz

	Samsung
	For below 6 GHz, we agree with Ericsson
For above 6 GHz, O2I high loss probability for Urban Micro and Urban Macro: 20% (option 1 as agreed in #86)
UE antenna configuration: config 2 (R1-165490 agreements) would be favourable if beamforming at UE side is also considered.
(Mg, Ng ) = (1, 4); Θmg,ng=90; Ω0,1=Ω0,0+90; Ω0,2=Ω0,0+180; Ω0,3=Ω0,0+270; (dgH, dgV)=(0,0)
UE antenna gain: to be reported by companies

	LGE
	For 4 GHz, reuse the antenna model in Rel.13 FD-MIMO and assume SU-MIMO with rank=1.

	Qualcomm
	UE antenna configurations
For 4GHz, (M, N, P, Mg, Ng) = (1, 2, 2, 1, 1), dH = 0.5λ; Omni-directional antenna with polarization angles 0 and 90 deg.
MIMO mode
For calibration purpose, we should try to avoid rank adaptation.  Using a fixed rank is preferred.  Use same SVD precoding within a RB.
Channel estimation
Ideal UL/DL channel estimation
Antenna calibration
Ideal BS antenna calibration
Numerology
For 4GHz, 20MHz bandwidth, 30kHz subcarrier spacing, 16 subcarriers/RB, 32 RBs/symbol, 0.5ms/subframe (14 symbols)
For 30GHz, 120kHz subcarrier spacing.



Agreement:
Adopt Table 2-9 for other parameters.  
Use the following parameters for 4GHz and 30GHz:
Carrier frequency = 4GHz, bandwidth = 20MHz, subcarrier spacing = 15kHz.
Carrier frequency = 30GHz, bandwidth = 40MHz, subcarrier spacing = 60kHz


2.3 UE mobility

Observation and comment: Some companies have concern on adding the features of UE mobility for calibration in the first step.
Agreement:
Do not consider UE movement, UE rotation and channel blockage for the calibration in the first step.  The discussion below is for calibration in next step.

1. #1 UE movement
	Company
	UE movement

	ZTE
	UE is moving with random direction per drop based on spatial consistency feature in TR38.900 with  fixed speed stated in [1] for each scenario

	Nokia
	By assuming low mobility, we agree with ZTE.

	Xinwei
	Agree. This model should be reflected in the above system level calibration.

	Huawei
	Calibrate spatial consistency feature in [86-28]. Spatial consistency model will be used.

	Ericsson
	OK with ZTE

	CATT
	Agree with ZTE proposal

	Samsung
	We need to clarify which procedure will be implemented for spatial consistency. We propose to use [Procedure A].

	LGE
	First of all, clarification is needed about the usage of these UE mobility related parameters. In our understanding, these parameters are for analyzing performance impacts and for evaluating performance with different solutions that can be proposed in the future. Further consensus might be needed whether we should include these aspects in the SLS/LLS calibration or not. If these parameters are for calibration, ZTE’s proposal seems to be OK. 

	Intel
	ZTE’s proposal is a good starting point. But several things also need to be clarified for UE mobility simulation. 1) UEs need to be dropped 100% outdoor as moving between indoor/outdoor are not supported by NR channel model; 2) As the moving UE may violate the initial dropping rule, e.g. too close or too far from any TRP, this should be avoided. So UE moving directional needs to be randomly changed when the initial dropping rules are violated.

	[bookmark: _Hlk461186637]NTT DOCOMO
	Performance metric shall be clarified. Can be considered as phase-3 calibration.

	Qualcomm
	OK with ZTE proposal.



Observation and comment: Majority are okay with ZTE’s proposal with some clarifications.  Clarifications from LGE, Samsung and Intel seem to be reasonable.
Agreement:
UE is moving with random direction per drop based on spatial consistency feature in TR38.900 with  fixed speed stated in [1] for each scenario.

#2 UE rotation
	Company
	UE rotation

	ZTE
	UE is rotating with random direction per drop based on UE rotation feature in TR38.900 with fixed speed of 50 rpm

	Nokia
	We agree with ZTE about the modelling of rotation. The proposed value for rotation speed can be used only for calibration purposes

	Xinwei
	Agree and this model should be reflected in the above link level and system level calibration.

	Huawei
	The proposed value of 50 rpm from ZTE seems very large. FFS the fixed speed.
[HWv2]: We still think it is pre-mature to assume this parameter. We agree with Ericsson, CATT and DOCOMO that for the time being, we postpond this assumption agreement.

	Ericsson
	It would be good to start the calibration without fixed speed rotation, to not to add too many thing at once. 

	CATT
	No UE rotation to start with in order not to complicate the calibration campaign. 

	Samsung
	Agree with ZTE

	LGE
	If UE rotation is used for calibration, ZTE’s proposal seems to be OK for us except that it would be better to align rotation direction (e.g. bearing angle). If these are for setting parameters for future evaluations, we propose to consider up to 120 rpm based on our references [R1-166904].

	Intel
	We are fine with LGE’s proposal if UE rotation is to be used for calibration. Also for simplicity, we can only rotate the bearing angle. Whether the rotation speed can change over time can be FFS.

	NTT DOCOMO
	Performance metric shall be clarified. Can be considered as phase-3 calibration.

	Mediatek
	We agree with DOCOMO that performance matric shall be clarified. We also think that we don’t have to rush to a conclusion for these proposals in this email discussion. We can further discuss UE Mobility related calibration after phase 1 calibration.

	Qualcomm
	No need for UE rotation in initial calibration. For later stage calibration, UE rotation along random direction (based on random increments). Speed/variance of the random increments can be parametrized.



Observation and comment: Majority are okay with ZTE’s proposal with some clarification.
Agreement:
UE is rotating with random direction per drop based on UE rotation feature in TR38.900 with fixed speed of 50 rpm as a working assumption.  For simplicity, we can only rotate the bearing angle.  Companies are encouraged to provide results for other speeds.  

#3 Channel blockage
	Company
	Channel blockage

	ZTE
	Blockage Model-A K=5 in TR38.900 

	Nokia
	We agree with ZTE about the usage of blockage-model A. Regarding to the value of K, if the intension of K is to reflect the number of 2D blocking regions, K=5 might be too pessimistic. K=2 could be an alternative option.

	Xinwei
	Agree with model-A K=5, value of which is fixed in TR38.900.  Moving speed of blockers could be set as 0 for calibration. But for further evaluation, it is better to identify several typical moving speed of blockers for each scenario. This model should be reflected in the system level calibration.

	Huawei	
	K=5 can be starting point, other values FFS.

	Ericsson
	It would be good to start the calibration without blocking, to not to add too many features at once, it will be very difficult to find the reason to differences.

	CATT
	No blockage assumption for calibration purpose in order not to complicate the calibration campaign.

	Samsung
	We agree with Nokia. K=2 can be a good option.

	LGE
	If blockage model is used for calibration, Blockage Model-A with K=5 is OK to us. 

	Intel
	Fine with ZTE’s proposal.

	NTT DOCOMO
	Performance metric shall be clarified. Can be considered as phase-3 calibration.

	Qualcomm
	K = 5 is a reasonable option, baseline value in 38.900



Observation and comment: Majority are okay with ZTE’s proposal.
Agreement:
Adopt blockage Model-A K=5 in TR38.900 for calibration

Agreement:
Further discuss performance metrics for phase-3 calibration 

3. References
[1] R1-168547, Offline discussion further updated summary of evaluation assumptions for NR, NTT DOCOMO
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