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1 Introduction
At the 3GPP TSG RAN #71 meeting, the Study Item of “Study on New Radio Access Technology " was approved [1]. This contribution focuses on the candidates of channel coding and modulation for new RAT. In this contribution, considerations of several channel coding and modulation schemes for 5G new RAT are presented.
2 5G requirement for channel coding and modulation
3GPP has just finished a study item of “Scenarios and Requirements for Next Generation Access Technologies” [2]. In the technical report several channel coding related KPIs have been proposed, include:

· the target for peak data rate should be 20 Gbps for downlink and 10 Gbps for uplink
· the target for peak spectral efficiency should be 30 bps/Hz for downlink and 15 bps/Hz for uplink
· for URLLC the target for user plane latency should be 0.5 ms for UL, and 0.5 ms for DL,
· the target for reliability should be 1-10-5 within 1 ms,
· the target for UE battery life should be [15 years].
The KPIs are supposed to meet the various requirements of families of usage scenarios for IMT 2020 and beyond. The major scenarios are eMBB (enhanced Mobile Broadband), mMTC (massive Machine Type Communications) and URLLC (Ultra-Reliable and Low Latency Communications) respectively.
In mMTC，the core requirement is to provide massive service connectivity with low energy consumption and low cost. In URLLC, extreme requirements on availability and reliability of transmission are emphasized, which means low error probability and low outage rate are main targets in this usage scenario. While in eMBB, high system capacity, high data rate, and high spectrum efficiency are main targets. 
Table 1 has given the requirements of three scenarios. The three scenarios have completely different requirements, which in turn suggest different coding and modulation schemes for different scenarios. It may be desirable to reduce of the number of coding and modulation schemes to reduce the device cost. However, because of the dramatically requirement differences in different scenarios for new RAT, a single (or limited number of) coding and modulation scheme(s) may not provide the optimal performance or even not be able to meet all the requirements. For example, different coding and modulation schemes should be chosen corresponding to different channel characteristics of different scenarios. In addition, even for the same scenarios, the coding and modulation scheme of the control channel and the traffic channel may also be different. Given that coding and modulation module is relatively independent to other communication modules. Having multiple coding and modulation schemes will not have a big impact on the design of other parts of new RAT. 

Proposal 1: Different coding and modulation schemes should be considered for the different scenarios of New RAT in the first stage.
An important aspect of channel coding scheme selection is the priority of KPIs especially as there are multiple KPIs from NR requirement. For example, in the scenario of eMBB, some thinks redundant flexibility is important while others prefer to pursue 0.1- 0.3 dB SNR performance gain. However, the flexibility design target may not improve spectrum efficiency (i.e. cell average throughput and cell edge throughput), which is desired for eMBB scenario.  In another example, code block segmentation algorithm in the LTE standard is a typical redundant design to support any TBS, where the algorithm assumes that two different code block sizes are supported for one transport block. But the actual requirement is that only one code block size is supported for one transport block, thus the algorithm is useless but leads to extra complexity. Therefore, we should investigate NR requirements carefully in the design of channel coding schemes.
First of all, we should analyze unique requirement of each NR scenarios. Then, according to the unique NR requirement of each scenario, the most important KPI should be identified firstly and the priorities of other KPIs should be identified. The selection of channel coding scheme should mainly depend on the most important KPI and others KPIs can be regarded with less importance.

Proposal 2: Priorities of KPIs for NR requirement in each scenario should be identified.
Different scenarios have different requirements. The enhanced mobile broadband requires a coding and modulation scheme that has ultra high processing speed, lower cost and improved performance. The massive communication requires a coding and modulation scheme that has low cost, improved short packet performance and low power consumption. Low latency high reliable communication requires a coding and modulation scheme that supports high processing speed or online decoding (on-the-fly decoding), good diversity effect with no error floor. 

According to Table 1, the specific coding and modulation KPIs are mainly reflected in performance, complexity, latency, throughput, power consumption and so on. Performance is mainly measured by the BLER or normalized throughput. First of all, AWGN channel performance is analyzed, and then fading channel performance corresponding to different scenarios should be studied. Not only the first time transmission performance but also the retransmission performance needs to be evaluated. The complexity mainly includes the computational complexity, storage complexity and routing complexity. As to delay, both the reception delay and the processing delay have to be taken into consideration. In terms of throughput, the parallel processing capability and the processing pipeline capability of the decoder needs investigation. Power consumption generally means the power consumption of the decoder chip. For the choice of modulation scheme, we also need to consider the EVM and PAPR. 

For the three scenarios of NR, the requirements of the coding and modulation are given by Table 1. 
Table 1 Requirements of coding and modulation in the three scenarios of NR
	KPIs
	eMBB
	mMTC
	URLLC

	Performance
	Good performance at all TBS and MCS, especially large TBS

No error floor at BCER=10-3
	Good performance at small TBS
No requirement of error floor
	Good performance at small TBS
No error floor at BCER=10-5

	Complexity
	Low
	Very Low
	Middle 

	Latency
	Low
	Large
	Low

	Throughput
	High
Highest peak rate with 20 Gbps
	Low
	Low

	Power consumption
	Middle
	Low
	Middle 

	User number
	Middle 
	High
	Low

	Flexibility of mother code rates
	multiple rates from 1/3 to 0.9
	multiple rates from 1/3 to 0.9
	multiple rates from 1/5 to 0.9

	Flexibility of TBS
	TBS from 40 to X thousands
	TBS from 40 to X thousands
	TBS from 20 to 1000

	HARQ function 
	Yes 
	Yes
	Yes


3 eMBB
3.1   Primary KPI：throughput
To distinguish with LTE, the most significant feature of eMBB is: downlink peak rate is required to achieve 20 Gbps and uplink peak rate is required to achieve 10Gbps. So the throughput of eMBB encoder/decoder will be far much higher than that of LTE, so for eMBB throughput is the primary KPI.
Proposal 3: The primary KPI of NR coding for eMBB should be the throughput.
As we all know, when the peak rate is achieved, the highest MCS level is used, because the highest MCS level is the combination of the highest order modulation and the highest code rate, such as the combination of 256QAM and code rate 0.927. Intuitively, the peak rate of eMBB requirements will decide the maximum throughput of encoder/decoder.
It is very likely that modulation mode of eMMB include QPSK, 16QAM, 64QAM and 256QAM. It is also possible that MCS levels of both NR eMMB and LTE have similar if not the same spectral efficiency range, with possible different granularity. In general, we think LTE MCS table is a good reference for NR design in terms of the relationship between code rates and throughput.
If we refer to the current LTE 256QAM TBS table, we can find that the peak rate of LTE decides the maximum throughput of encoder/decoder at various code rates. It is known that the maximum symbol transmission rate depends on the whole bandwidth. If a transport block is scheduled in the entire bandwidth as LTE 110RB, the maximum symbol transmission rate can be achieved. Refer to the spec of 36213-d20[3], Table 7.1.7.2.1-1: Transport block size table (dimension 34 × 110) can be shown as follows, the number of code block after code block segmentation and the maximum throughput for each MCS level also are listed in the following table.
Table 2 TBS table of LTE
	
[image: image1.wmf]TBS

I


	
[image: image2.wmf]PRB

N

=110

	
	TBS
	Code Rate
	Code Block Number
	Data Throughput (M bps)

	0
	3112
	0.1179
	1
	3.1120

	1
	4008
	0.1518
	1
	4.0080

	2
	4968
	0.1882
	1
	4.9680

	3
	6456
	0.2445
	2
	6.4560

	4
	7992
	0.3027
	2
	7.9920

	5
	9528
	0.3609
	2
	9.5280

	6
	11448
	0.4336
	2
	11.4480

	7
	13536
	0.5127
	3
	13.5360

	8
	15264
	0.5782
	3
	15.2640

	9
	17568
	0.6655
	3
	17.5680

	10
	19080
	0.3614
	4
	19.0800

	11
	22152
	0.4195
	4
	22.1520

	12
	25456
	0.4821
	5
	25.4560

	13
	28336
	0.5367
	5
	28.3360

	14
	31704
	0.6005
	6
	31.7040

	15
	34008
	0.6441
	6
	34.0080

	16
	35160
	0.4439
	6
	35.1600

	17
	39232
	0.4954
	7
	39.2320

	18
	43816
	0.5532
	8
	43.8160

	19
	46888
	0.5920
	8
	46.8880

	20
	51024
	0.6442
	9
	51.0240

	21
	55056
	0.6952
	9
	55.0560

	22
	59256
	0.7482
	10
	59.2560

	23
	63776
	0.8053
	11
	63.7760

	24
	66592
	0.8408
	11
	66.5920

	25
	71112
	0.8979
	12
	71.1120

	26
	75376
	0.9517
	13
	75.3760

	26A
	71112
	0.8979
	12
	71.1120

	27
	73712
	0.6980
	13
	73.7120

	28
	76208
	0.7217
	13
	76.2080

	29
	81176
	0.7687
	14
	81.1760

	30
	87936
	0.8327
	15
	87.9360

	31
	90816
	0.8600
	15
	90.8160

	32
	93800
	0.8883
	16
	93.8000

	33
	97896
	0.9270
	16
	97.8960

	33A
	97896
	0.9270
	16
	97.8960


According to the table above, the number of code blocks is the largest at the highest MCS level, and the highest MCS level supports the highest data throughput. Furthermore, higher MCS level is associated with larger number of code blocks and higher data throughput.
The third column and the fifth column of the above table give the relationship between code rate and data throughput as illustrated in the following Figure 1. Clearly, higher code rate is associated with larger number of code blocks and higher data throughput. 
Observation 1: higher MCS level is associated with higher code rate, which in turn is associated with larger number of code blocks and higher data throughput.
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Figure 1 Throughput and code rate 
Observation 2：The throughput at code rate 0.3, 0.4, 0.5, 0.6, 0.7, and 0.8  needs to support about 10%, 20%, 40%, 50%, 60%, 70% and 80% of the maximum system throughput respectively. The maximum throughput is obtained with the highest code rate of 0.927.

Although the above observation is derived by LTE MCS/TBS table, without loss of generality, the above conclusion is suitable for NR eMBB since the design rule of MCS/TBS table is unlikely to change. In detail, for the aforementioned design rule of MCS/TBS table, high MCS levels will use high order modulation and high code rate, low MCS levels will use low order modulation and low code rate. 
In the scenario of eMBB, LDPC, turbo, and polar codes are main candidates. The main feature of eMBB is big bandwidth and high data transmission rate. Due to their inherent parallel feature, LDPC codes are very suitable for high throughput since LDPC encoder/decoder can work in high processing rate with low cost. For example, LDPC code has been applied widely in many IEEE standards, especially in IEEE802.11ac/ad, wherein IEEE802.11ad is a wireless communication system on 60 GHz with very high data rate. A lot of literatures have disclosed that LDPC codes at high code rate can achieve very high throughput as tens of Gbps. More importantly, LDPC codes have high throughput at high code rate and low throughput at low code rate. This is exactly aligned with the MCS/TBS table design principle of NR eMBB. 
For turbo codes, sliding window decoding algorithm is the most typical parallel turbo code decoding algorithm without significant performance loss. For the sliding window decoding algorithm, each sub-decoder needs to warm up to derive the initial value of alpha and beta values, the acquisition length of trellis is associated with code rate, the reason is: for different code rates effective number of bits are different in each trellis stage. For example, for rate 1/3 three valid codeword bits (s, p1, p2) are included in each stage, for the highest code rate (0.927), almost a valid code word is included in each stage, so the acquisition length at the highest code rate is at least 3 times of the acquisition length at the rate 1/3. In general, the relationship between throughput and code rate of turbo codes is inverse to eMBB requirement. 
According to the throughput analysis in [4,14], the maximum throughput at different code rates for one turbo decoder and one LDPC decoder has been calculated and depicted in the Figure 2. It can be observed that one LDPC decoder can satisfy the throughput requirement of NR eMBB very well but 14 turbo decoders are needed to obtain peak data rate. The calculation of throughputs for LDPC (layered decoder & flooding decoder) and turbo (MAP decoder) are described in Appendix. 
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Figure 2 Throughput and code rate for LDPC and turbo code
For polar codes, many articles have disclosed that the throughput is low and the complexity is very high when TBS is large and list size is large, so it is not suitable for eMBB.
Proposal 4: LDPC code shall be chosen as the channel coding scheme in eMBB.
3.2  Performance
For eMBB, large TBS and limited code block size will be a typical scenario. The size of code block can be limited to ensure a sufficiently low encoding/decoding latency and high processing speed while large TBS can carry enough user data. In digital communication systems, transport blocks are often relatively large. So usually code block segmentation is used to divide one TB into several smaller code blocks for transmission. The main reasons for code block segmentation are: 1) if one large code block is used for one large TB, the complexity of encoding and decoding will be very high; 2) if code block is too large, the decoding latency will be very large; 3) the size of one TB is generally fluctuating within a wide range, the designed channel coding scheme to support different code sizes and code rates is very complex.

For a large TBS, there is no correlation between each code block after code block segmentation. Once one code block is wrongly decoded, the entire transport block reception will fail. BLER of the entire TB and BCER (error rate of code block) has the following relationship: BLER = 1 - (1 - BCER) N, where, N is the number of code blocks. According to this formula, if TBS is very large, the number of code blocks is very large, then the target value of BCER is much lower than that of BLER, which means the large penalty of SINR, particularly under poor channel conditions.
Compared with LTE, a much larger TBS is envisioned in eMBB. For example, one transport block of large TBS can be divided into tens of or hundreds of code blocks in eMBB. If the target BLER of the transport block is still kept at BLER=0.1, BCER (code block error rate) should be less than 0.01 or 0.001. Due to such strict requirement, the performance of eMBB confronts a huge challenge. Apparently, decoding error floor at BCER=10-2 - 10-3 should be considered. Another approach is introducing coding across all code blocks. 
When coexistence of eMBB system and URLLC systems is considered, URLLC system will cause burst interference to eMBB system. These burst interferences will have enormous challenges to the performance, especially when one transport block includes a large number of code blocks. Thus, burst interference will lead to significant error floor problem for BCER performance, which is required in the range of 0.01 - 0.001. The introduction of coding among code blocks can effectively solve this problem.
Proposal 5: For the scenario of eMBB, where a large TBS consists of many code blocks, in order to reduce the difference between BCER and BLER, inter-block coding across coded blocks should be introduced.
As we all know, Turbo codes at high code rate have error floor in the range of BCER = 0.01 - 0.001, so the Turbo code is not suitable for eMBB.  For example, the performance comparison between WIMAX LDPC and 3GPP LTE turbo codes is depicted by Figure 3. An obvious error floor can be observed when TBS is 1000 and code rate 5/6. 
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Figure 3 Error floor of Turbo code
Observation 3: From the perspective of error floor performance, turbo code is not suitable for eMBB. 
In LTE system, a 1-bit ACK/NACK is generated to reflect correct or incorrect reception of one transport block. But it does not reflect error condition, e.g. how many incorrect code blocks. That is to say, traditional HARQ mainly focus on reliability problem instead of efficiency issue. During the discussion of LTE channel coding topic, whether ACK/NACK is based on transport block or code block or not were studied. Although ACK/NACK based on code block can significantly enhance the efficiency of retransmission, there is a trade-off of feedback overhead. In the scenario of eMBB, a large transport block may include tens of or hundreds of code blocks, ACK/NACK for the transport block will seriously affect the efficiency of retransmission. E.g., one bit HARQ-ACK cannot be used to reflect error patterns such as one code block error or all code block error. A lot of energy is needed for retransmission if all code blocks are retransmitted. To solve this problem, Soft ACK / NACK is introduced, Soft ACK / NACK may support one ACK and multiple NACK levels, different NACK levels can be used to indicate the situation of error code blocks.
Observation 4: When a transport block consists of a large number of code blocks, conventional ACK/NACK response seriously affect the efficiency of retransmission.
Proposal 6: Enhancement to HARQ-ACK should be considered for eMBB .
3.3   Flexibility
Non-unified design scheme means that specific design is defined for each code size/each code rate. A unified design scheme means that one design with limited modification to support all code rates and all code sizes. The reason why a unified design is preferred is that non-unified design leads to much more complexity. For the scenario of eMBB, channel coding scheme should be a unified design scheme to support flexible code rate and flexible code size. The granularity of code rate and code size depends on the actual requirement and the selected coding scheme, and the detailed granularity is FFS.
Flexibility mainly includes two aspects: code rate and code size. In terms of rate flexibility, flexible code rate should be supported by the unified design scheme based on some rate matching algorithm. It is known that LTE Turbo codes can support flexible code rate. According to many literatures [5-9], rate compatible LDPC codes with the unified design also can support flexible code rate. However it is unclear whether Polar codes based on a unified design can support flexible rate. In terms of code size flexibility, flexible code size should be supported by the unified design scheme based on some rate matching algorithm. It is known that LTE Turbo codes can support flexible code size. According to many literatures [5-9], LDPC codes with unified design also can support flexible code size by lifting method, shortening method and so on. However it is unclear whether Polar codes based on a unified design can support flexible code size.  
Observation 5: For the scenario of eMBB, LDPC codes and Turbo codes with a unified design can support flexible code rate and flexible code size, but it is unclear whether polar codes have a unified design to support flexibility. Thus LDPC codes and Turbo codes are candidates purely from the perspective of flexibility.
Proposal 7: For the scenario of eMBB, channel coding scheme should be a unified design scheme to support flexible code rate and flexible code size, the granularity depends on the actual requirement and the selected coding scheme, and the detailed granularity is FFS.
3.4  Latency
After coding and modulation, modulated symbols of multiple code blocks of a transport block will be mapped to time-frequency resources. Two mapping methods can be considered: “frequency domain first then time domain” or “time domain first then frequency domain”. For the first method, multiple code blocks of a transport block is mapped to multiple OFDM symbols in the order of time, which will be beneficial to reduce reception latency of code blocks. Thus mapping in frequency domain first then time domain is preferred.       
3.5  Complexity
According to the articles [10-12], the calculation complexity of turbo decoder rises with the increase of acquisition length, which means that turbo decoder is more complex for high code rate. What is more, the calculation complexity of  turbo decoder rises with the increase of parallelism, which means turbo decoder is more complex for high throughput case. However, the calculation complexity of LDPC decreases with the increase of code rate, which means LDPC decoder is less complex in high code rate scenarios. Compared to Turbo decoder, the parallelism has little effect on the complexity of LDPC decoder, which means LDPC is more suitable for high parallelism usage. Furthermore, LDPC is more suitable for high throughput scenarios. In our companion contribution [13], complexity of turbo, LDPC and polar code are compared, where LDPC is shown to have less complexity compared to LTE Turbo and Polar code. 
Observation 6: LDPC has less complexity compared to LTE Turbo and Polar code.
3.6 HARQ 
Since HARQ has tight connection with channel coding, HARQ needs to be discussed.  The introduction of HARQ can lead to aggressive scheduling of first transmission and improve the reliability of transmission, thus it is preferred that HARQ is supported for eMBB. Whether CC-HARQ (chase combining) or IR-HARQ should be supported is FFS. 
Compared with CC-HARQ，we think that the advantage of IR-HARQ is not obvious, the reason is shown as follows:
1) Only when high MCS with high code rate is used for the first transmission, IR-HARQ has extra coding gain. However, high MCS means good channel, it is very possible that channel estimation also is accurate in the good channel condition and one or two retransmission is enough for correctly receipt.
2) CQI (channel quality indicator) corresponding with high MCS can ensure that one TB can be received at the target BLER = 0.1 in the first transmission, the probability is very high that the first retransmission (the second transmission) of CC-HARQ will be successful if the mismatched SINR of CQI is no greater than 3 dB. 

3)  CC transmission not only can bring both energy gain and diversity gain, and the extra coding gain brought by IR-HARQ is relatively small. 
4) The distinguished function of IR-HARQ is to improve reliability, but various diversity technologies have much better effect than IR-HARQ. 
5) IR-HARQ has extra implementation complexity and signalling overhead. Extra downlink signalling includes RV (redundancy version). RV also leads to more complex rate matching algorithm.
6) For high frequency communication, beamforming has great influence to link performance. Once SINR mismatching of CQI occurs, it is very possible that accurate and suitable beam fails to be predicted by channel estimation, no matter whether CC-HARQ or IR-HARQ are used, TB will be wrongly received.  Thus IR-HARQ will not bring extra performance benefit for the scenario of CQI mismatch in high frequency communication system.
7)  IR-HARQ will not have extra coding gain in the scenario of both adaptive HARQ and mismatched CQI. For HARQ, there are two kind of negative response: NACK and DTX. It is possible that CQI mismatch can be indicated by DTX or soft ACK/NACK.  If adaptive HARQ is used, low code rate can be used for the first retransmission, and then IR-HARQ will not provide extra coding gain. 

Proposal 8:  HARQ should be supported in eMBB. Whether CC-HARQ and/or IR-HARQ is supported is FFS. 
3.7 Modulation in eMBB
Since adaptive modulation and coding (AMC) should be supported by NR eMBB, traditional QPSK, 16QAM, 64QAM and 256QAM modulation as LTE are the main candidate modulation scheme for the scenario of eMBB. Other modulation schemes such as higher order modulation or different shape constellation from LTE were suggested by several companies. For these suggested modulation scheme, the influence of phase noise, EVM, timing to performance gain should be considered. 

Proposal 9: QPSK, 16QAM, 64QAM and 256QAM modulation are baseline modulation schemes for eMBB, and other modulation methods are FFS. 
4 mMTC/URLLC
4.1   Low complexity in mMTC
For downlink of mMTC, coding performance is not important since main data traffic only appears in uplink, so complexity and power consumption is the most important KPI for down-selection. Considering the complexity and power consumption, it is preferred that TBCC is supported for downlink of mMTC.
For uplink of mMTC, both complexity and coding performance are important, so the channel coding scheme chosen for eMBB may also be used in eMBB.
Proposal 10:  TBCC is supported for downlink of mMTC and channel coding scheme for uplink of mMTC is the same channel coding scheme in eMBB.     
4.2  Latency in URLLC
It is very likely that self-contained frame structure is used in URLLC. For TDD self-contained subframe, there is a downlink and uplink gap, which is related to the delay requirement of URLLC. According to the conclusions of the previous meeting, the gap is tens of or hundreds of microseconds. If the gap is ten microseconds, the small gap will lead to high requirement of delay for URLLC encoder/decoder, then the data throughput of the encoder/decoder should be greater than MaxTBS/gap, the processing speed of the decoder is still very high.
Due to the inherent parallel structure, LDPC codes have high data throughput. Non-iterative TBCC codes also have high throughput. In contrast, data throughput of Turbo codes and polar codes are limited. Therefore, in order to achieve low latency, TBCC and the LDPC codes can be considered.
Proposal 11: From the perspective of low latency, LDPC codes and TBCC can be considered as the preferred channel coding scheme in URLLC. 
4.3  Performance in URLLC

In order to achieve the goal of ultra-reliability, the required BLER of URLLC is 10-5, which is very challenging.
According to the previous meeting, LDPC codes, Turbo codes and Polar Code has comparable performance, the performance of TBCC is slightly worse when TBS is larger than 100.
In term of performance, LDPC codes, Turbo codes and Polar Code can be considered as the preferred encoding URLLC when TBS is larger than 100.
Proposal 12: When ultra-low latency and reliability is considered, LDPC code should be the channel coding scheme in URLLC.
When URLLC network is deployed, terminals may also experience bursty interference, which can lead to error floor of BLER performance. In order to cope with bursty interference, some methods such as the terminals reporting channel state information of bursty interference to the base station can be considered
Traditional OLLA is used to track the target BLER. OLLA needs a lot of ACK/NACK feedback of the first transmission to follow the target BLER. However, for URLLC this mechanism cannot work effectively due to too long time. Thus we need a new mechanism to lock the target BLER. To solve this problem, we propose to introduce Soft ACK/NACK. Soft ACK/NACK may support one ACK and multiple NACK levels. Different NACK levels can be used to indicate CQI information, and such CQI information can be used to lock the target BLER.
Proposal 13: New mechanisms such as soft ACK/NACK mechanism and bursty interference reporting should be considered for URLLC.
4.4  HARQ in mMTC/URLLC
It is preferred that HARQ should be supported for both mMTC and URLLC since HARQ is a key method to ensure reliability.  Since low code rate is used for the first transmission, it is suggested that CC-HARQ is supported.
Proposal 14:  HARQ should be supported in mMTC and URLLC. CC-HARQ instead of IR-HARQ is supported.
4.5  Modulation in mMTC/URLLC
For the mMTC scenario, the entire system is in a high load state, where a terminal supports a relatively small data rate and also a relatively small TBS. So the supported modulation methods should include BPSK and QPSK (pi/2 BPSK and pi/4 QPSK) while 16QAM and 64QAM are FFS. For the URLLC scenarios, a terminal also supports relatively small data rate and small TBS, considering only low order modulation can provide high reliable transmission, the supported modulation methods should only include BPSK and QPSK. 

Proposal 15: For the scenario of mMTC and URLLC, BPSK and QPSK are mandatory modulation, other modulation methods are FFS. 
5 Conclusion
In this contribution, more details and considerations of channel coding for New RAT are presented. In summary, we have the following observations and proposals:
Observation 1: higher MCS level is associated with higher code rate, which in turn is associated with larger number of code blocks and higher data throughput.

Observation 2：The throughput at code rate 0.3, 0.4, 0.5, 0.6, 0.7, and 0.8  needs to support about 10%, 20%, 40%, 50%, 60%, 70% and 80% of the maximum system throughput respectively. The maximum throughput is obtained with the highest code rate of 0.927.

Observation 3: From the perspective of error floor performance, turbo code is not suitable for eMBB. 

Observation 4: When a transport block consists of a large number of code blocks, conventional ACK/NACK response seriously affect the efficiency of retransmission.

Observation 5: For the scenario of eMBB, LDPC codes and Turbo codes with a unified design can support flexible code rate and flexible code size, but it is unclear whether polar codes have a unified design to support flexibility. Thus LDPC codes and Turbo codes are candidates purely from the perspective of flexibility.

Observation 6: LDPC has less complexity compared to LTE Turbo and Polar code.

Proposal 1: Different coding and modulation schemes should be considered for the different scenarios of New RAT in the first stage.

Proposal 2: Priorities of KPIs for NR requirement in each scenario should be identified.

Proposal 3: The primary KPI of NR coding for eMBB should be the throughput.

Proposal 4: LDPC code shall be chosen as the channel coding scheme in eMBB.

Proposal 5: For the scenario of eMBB, where a large TBS consists of many code blocks, in order to reduce the difference between BCER and BLER, inter-block coding across coded blocks should be introduced.

Proposal 6: Enhancement to HARQ-ACK should be considered for eMBB .

Proposal 7: For the scenario of eMBB, channel coding scheme should be a unified design scheme to support flexible code rate and flexible code size, the granularity depends on the actual requirement and the selected coding scheme, and the detailed granularity is FFS.

Proposal 8: HARQ should be supported in eMBB. Whether CC-HARQ or IR-HARQ is supported is FFS. 

Proposal 9: QPSK, 16QAM, 64QAM and 256QAM modulation are baseline modulation schemes for eMBB, and other modulation methods are FFS. 

Proposal 10: TBCC is supported for downlink of mMTC and channel coding scheme for uplink of mMTC is the same channel coding scheme in eMBB.  

Proposal 11: From the perspective of low latency, LDPC codes and TBCC can be considered as the preferred channel coding scheme in URLLC. 

Proposal 12: When ultra-low latency and reliability is considered, LDPC code should be the channel coding scheme in URLLC.

Proposal 13: New mechanisms such as soft ACK/NACK mechanism and bursty interference reporting should be considered for URLLC.

Proposal 14: HARQ should be supported in mMTC and URLLC. CC-HARQ instead of IR-HARQ is supported.

Proposal 15: For the scenario of mMTC and URLLC, BPSK and QPSK are mandatory modulation, other modulation methods are FFS.
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Appendix. The Throughput for LDPC Code and Turbo Code
1). LDPC Code
The throughput of layered BP decoder can be calculated as:
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where,
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  denotes the number of iteration;
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 denotes the parallelism level;
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 denotes the length of code block without CRC;
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N

 denotes the decoding layer, equals the number of rows for base matrix; 
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 denotes the expending factor;
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T

denotes the processing clocks for CNU and VNU updating plus  memory reading and writing at each decoding step;
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f

 denotes the operating frequency.

And, the throughput of flooding decoder with single-frame can be calculated as:
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2). Turbo Code
The throughput of turbo MAP decoder can be calculated as:
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where,

[image: image16.wmf]I

  denotes the number of iteration;
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 denotes the parallelism level;
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 denotes the length of code block without CRC;
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 denotes the number of extra trellis for MAP decoder; 
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 denotes the number of bits processed in one MAP core per clock cycle, i.e. 1 for Radix-2 and 2 for Radix-4.
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f

 denotes the operating frequency.

The parameters of LDPC&Turbo code for throughput depicted in Figure 2 are shown in the table 3. 

Table 3 The parameters of LDPC & Turbo code for throughput depicted in Figure 2
	LDPC
	Turbo

	I
	10 for layered decoder, 20 for flooding decoder
	I
	4

	P
	1024
	P
	1024

	L
	8192
	L
	8192

	Nlayer
	[16 12 10 8 6 4] for code rates of [1/3,2/5,4/9,1/2, 4/7,2/3]
	W
	[32 64 128] for low, medium and high code rates respectively 

	z
	1024
	a
	1

	Tpip
	4
	fc
	400 MHz

	fc
	400 MHz
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