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1 [bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Introduction
In this contribution, we discuss channel coding schemes for control channels. We first give an analysis of KPIs of 5G NR control channels and then present some criteria to select the candidate codes for 5G NR control channels. We investigate several candidates scheme and present a polar code design for control channels. The evaluation shows that polar code is able to meet the KPIs and shall be regarded as potential candidate for channel coding scheme for 5G NR control channels. 
2 Discussion 
2.1 Requirements 
In 5G NR, a control channel containing crucial information should maintain a very reliable and flexible transmission. To reach this goal, a channel code dedicated to control channel shall meet the following requirements:
· More coding gain – A very good coding gain especially for small block lengths would not only offer a sufficiently high reliability for individual terminals but also extend the coverage on the system level. It is estimated that 2.0 dB coverage enhancement at the maximum can be obtained for Polar codes compared to other coding schemes. 
· More reliability – 5G NR control channel shall support a higher reliable transmission than LTE does. In another word,  there’s no error floor on BLER performance at all or much lower error floor than LTE’s. It is widely believed that some 5G NR RRC control signals request an error floor below BLER of 10-6. Moreover, the control channels of URLLC scenario may demand even higher reliability than its data channel.   
· Unified coding scheme – LTE PUCCH employs two kinds of channel codes, Reed-Muller (RM) for very short block length (K) and TBCC for others longer, due to the poor performance of TBCC for very short block length. Instead of keeping two decoders, a single channel decoder is preferred to cover the code lengths for very short block length and both downlink and uplink control channel. 
· Missing/False Alarming Detection – LTE allows a blind detection over PDCCH channel: a RNTI is masked onto the 16-bit CRC. An UE has to use this 16-bit CRC to detect a PDCCH allocation for itself. Therefore, CRC bits shall be considered as outer code and shall not be used for the error correction.  
2.2 Candidate Coding Schemes 
Polar Codes 
The polar codes designed for control channel have code word length of a summation of different power-of-two code word lengths rather than length of a single power-of-two mother code word. By combining different mother code lengths to match a targeted code word (N), this code is able to reduce the damage caused by the deep puncturing/shortening to a negligible extent. Moreover, performance of a CRC-less list decoder of this polar code can reach even overpass the performance of CRC-less list or CA-list decoder of traditional polar code.   
Tail-biting Convolutional Code (TBCC)
LTE uses TBCC in the control channels for both its good performance with small length blocks and its error-floor-free Viterbi decoder. However, although its BLER performance could be further improved by LVA (list-Viterbi-decoder), this decoder shall use CRC bits to help the error correction. Besides, it performs relatively poor for very short block and block longer than 200 bits. Both cases may as well be within 5G NR control channels’ range.     
Reed Muller Codes 
It exhibits good performance with very short block but its performance degrades significantly when block size becomes longer. 
2.3 Polar codes
The polar code designed for control channel consists of two or more polarization transformations. Some of their inputs may be connected together with very simple relationships like several XORs and repetitions. It has very simple and fast encoding scheme: all polarization transformations are operating in parallel. Its decoding algorithm is that of a conventional polar codes with few small modifications.
Let’s consider an example of polar code construction with two parallel polarization transformations (see Figure 1). The first polar transformation has size of 8, and the second has size of 4. This results into a length of the polar code of 12 (= 8+4). Denote the inputs of the first polar transformation as u0… u7 and the inputs of the second transformation as u8… u11 respectively. Then we can add some constraints like
u0 = u1 = u2 = u4 = u8 = 0,
u6 = u3 + u5,
u10 = u9,
u11 = u5

Say u3, u5, u7, u9 as information inputs. An encoder firstly computes the values of u6, u10 and u11 as the constraints above as the first step and then performs two polarization transformations in parallel as the second step.


[bookmark: _Ref457484002]Figure 1 Example of constructing polar code 


In general, a polar code with two polar transformations can be constructed for any length  by adding some linear dependencies between their inputs. The encoding matrix form can be represented as:

where x is the vector of K data bits to be encoded, W is a Kvery sparse precoding matrix, having only 0’s and 1’s as entries, and,  are  and   polarization matrices. For the previous example, these matrices are listed in the Appendix.
It is easy to generalize this idea for any number of polarization transformations. It should be emphasized that these polarization transformations are allowed to be punctured/shortened.
Decoding 
Decoding of the proposed codes can be easily implemented using successive cancellation algorithm and its extensions, e.g. like list decoder similar to [4], stack/sequential decoders similar to [5], block sequential decoder similar to [6] or other methods may be also applied. The minor difference between conventional cited decoders and decoders for polar codes  is that the inputs of each polarization transformation which values was calculated from the precoding constraints should be considered and decoded as frozen.
It is obvious that the decoding process can be easily parallelized: each polarization transformation may have its own decoder instance; these instances can exchange internal information according to the precoding matrix.
Observation-1 Polar codes can be constructed for any information block length. Encoding can be performed through a simple procedure.
3 Performance evaluation
We will show the BLER performance of different information block lengths and different code rates for polar code, Reed-Muller, and TBCC. In the legend, there are several abbreviations:
· P: Polar code
· TB: Tail Biting convolutional code
· RM: Reed Muller code
The performance is evaluated according to LTE control channel format, and the simulation assumption has been listed as below:
Table 1	Simulation assumptions
	Channel*
	AWGN

	Modulation
	QPSK

	Coding scheme
	RM
	TBCC
	Polar

	Info. Block length (DL)
	28 43 55 67

	Coded Block length (DL)
	288 576

	Info. Block length (UL)
	4 8 11

	Coded Block length (UL)
	20 24

	Decoding 
	 ML
	Viterbi 
	SCL-32



3.1 TBCC vs. Polar codes
As can be seen in Fig. 2, Polar with SCL32 performs better than TBCC Viterbi for typical block length of LTE format. Especially for low code rate, the gain of Polar over TBCC is larger than 2dB at BLER=0.0001. 
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Figure 2 Performance of Polar codes and TBCC with different DCI 
Observation-2 For all typical information bit lengths for control channel in LTE, polar shows better performance than LTE-TBCC.
3.2 Enhanced TBCC vs. Polar codes
To support low code rate applications, Ericsson introduced an enhanced TBCC with larger constraint length to longer than 7 and/or lower code rate less than 1/3, and the polynomials for low code rate TBCC have been provided in [7]. We choose TBCC with lower mother code rate according to the typical PDCCH format, and compare their performance with polar codes, the comparison results are provided in Figure 5. [image: ][image: ]
Figure 3 Performance of Polar codes and TBCC with lower mother coda rate
Observation-3 For all typical information bit lengths for control channel in LTE, polar shows better performance than TBCC with lower mother code rate;
3.3 RM code vs. Polar codes
As baseline we take Reed-Muller codes from LTE PUCCH standard. In fact, we can conclude that polar codes can competite with Reed-Muller-based LTE solution and has performance gain especially for low-rate region.
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Figure 4 Performance of Polar codes and RM code with different UCI 
Observation-4 For all typical information bit lengths for control channel in LTE, polar shows competitive performance with RM.
3.4 Ultra reliability
NR control channel scenario requires ultra-reliability transmission. This leads to another key requirement for the channel coding schemes: no error floor. Here we show performance for 28-bit information block, aggregation level of 2/8, and QPSK modulation, to further investigate the performance at very low BLERs.
[image: ]
Figure 5 Performance of error floor with block length=20, AL=2/8,QPSK 
Observation-5 No error floor is observed up to BLER 10e-7.
4 Conclusion
We considered channel coding schemes for NR control channels. Based on the analysis and simulations shown above, we summarize our considerations on the polar code scheme. 
· Better Code Gain – Polar code designed for control channel shows better performance than other candidate coding schemes. Moreover, the code word length (N) of a polar code can be any length, not only power-of-two, providing more flexibility of rate/length matching with much less puncturing/shortening. This yields a better code gain and larger coverage than TBCC and RM codes. 
· Higher reliability - Both simulations and theory prove that a SCL decoder of polar code has no error floor. 
· Unified coding scheme – As polar code outperforms both TBCC and RM codes, it is unnecessary to keep two different coding schemes for 5G NR control channel as in LTE. 
· Missing/False-Alarming Detection - As a CRC-less decoder, no detection of CRC bits is impacted. 
We summarize our observations and give our proposal.
Observation-1 Polar codes can be constructed for any information block length. Encoding can be performed through a simple procedure.
Observation-2 For all typical information bit lengths for control channel in LTE, polar show better performance than LTE-TBCC.
Observation-3 For all typical information bit lengths for control channel in LTE, polar show better performance than TBCC with lower mother code rate.
Observation-4 For all typical information bit lengths for control channel in LTE, polar show competitive performance with RM.
Observation-5 No error floor is observed up to BLER 10-7.
Proposal Polar codes are used for channel coding of NR control channels.
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Appendix 
Polar codes construction matrix
This is the example of polar code construction with two parallel polarization transformations, where the first polar transformation has size of 8, and the second has size of 4. This results into a length of the polar code of 12 (= 8+4). Thus W is a 4*12 precoding matrix, and,  is 8x8 and 4x4 polarization matrices respectively. 
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