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Introduction
In RAN1 #84bis, the channel coding candidates for 5G new RAT data transmission and the key selection criteria are identified with the following agreements [1]: 
· Candidates for 5G new RAT data transmission are identified as the following
· LDPC code 
· Polar code 
· Convolutional code (LTE and/or enhanced convolutional coding)
· Turbo code (LTE and/or enhanced turbo coding)
· Note: It is RAN1 common understanding that combination of above codes is not precluded
· Note: Outer erasure code is not precluded
· Selection of 5G new RAT channel coding scheme(s) will consider
· Performance
· Implementation complexity 
· Latency (Decoding/Encoding)
· Flexibility (e.g., variable code length, code rate, HARQ (as applicable for particular scenario(s)))
In this contribution, we will provide initial simulation results of Turbo and Polar codes in the mMTC and URLLC usage scenarios due to time limitation, and other channel coding schemes are not precluded from our point of view. Simulation parameters can be found in Appendix.

Performance comparison
Figures 1 and 2 provide the performance of Turbo codes with QPSK and 16 QAM considering various information block length and coding rate respectively. From the simulation results in Figure 1 and 2, we can see that increasing the information block length can benefit the BLER performance of Turbo code in the high SNR region while reducing the information block length can benefit the performance in the low SNR region. The phenomenon can be explained as follows. The theoretical BLER can be calculated as 
                                                                BLER=1-(1-BER)N ,                                                                 (1)
[bookmark: _GoBack]where N denotes the information block length. When SNR is very low, the BER is very poor and cannot be well improved by increasing N. From (1), we can observe that the BLER increases with N. When SNR is high, increasing N can improve the BER of Turbo code. Correspondingly, the BLER can be improved with N. 
Observation 1: Increasing the information block length can benefit the BLER performance of Turbo code in the high SNR region while reducing the information block length can benefit the performance in the low SNR region.
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Fig.1. Turbo performance with QPSK
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Fig.2. Turbo performance with QPSK

Figures 3 and 4 provide the performance of Polar codes with QPSK and 16 QAM considering various information block length and coding rate respectively. For comparison, the BLER versus SNR of Turbo code is also plotted. Due to time limitation, we only simulated the cases with 20-bit and 40-bit information block lengths. 
For polar code, the information bit position selection and puncturing is a key issue. In our simulation, information bit positions are selected based on channel probing. The specific probing method is as follows:
Step 1 Training sequence generation. The transmitter generates all-zero codewords as a training sequence and then modulates them to the transmitted symbols;
Step 2 Training sequence decoding. Receiver first demodulates the received symbols, then applies the SCL decoding algorithm for Polar decoding;





Step 3 Bit channel entropy calculation. Based on the decoding outputs, calculate the final LLR . The bit channel entropy can be obtained as shown in the following equation, where  is modulation order,  is Polar code length. is uncoded bit, and  is received symbol.
[image: ]
Step 4 Channel polarization.  Sort bit channel entropy, take the channels with N lowest bit channel entropy for N information bits, others for frozen bits. 
Because the length of polar codewords is the power of 2, to match the coding rate, puncturing is needed after the polar encoder. In our simulation, the bit channel with the largest bit channel entropy is punctured orderly till the code rate is satisfied. 
From the simulation results in Figure 3 and 4, we can see that Polar code outperforms Turbo code in our simulation cases which are of low coding rate and small information block length. For QPSK, the performance gain is about 4 dB when the target BLER is 0.1. For 16 QAM, the SNR gain is larger when the coding rate gets lower. When K=20 and coding rate is 1/12, the SNR gain is about 2 dB when the target BLER is 0.1.
Observation 2: Polar code outperforms Turbo code at least in the cases of low coding rate and small information block length.
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Fig.3. Comparison of Polar code with Turbo performance with QPSK

[image: ]
Fig.4. Comparison of Polar code with Turbo performance with 16 QAM

Conclusions
In this contribution, we present initial simulation results of Turbo and Polar codes in the mMTC and URLLC usage scenarios. Based on the above discussion, we have the following observations:
 Observation 1: Increasing information block length can benefit the BLER performance of Turbo code in the high SNR region while reducing information block length can benefit the performance in the low SNR region.
Observation 2: Polar code outperforms Turbo code at least in the cases of low coding rate and small information block length.
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Appendix
Table 1: Simulation assumption for Turbo code
	Channel*
	AWGN

	Modulation 
	QPSK, 16 QAM

	Code rate 
	 1/12, 1/6, 1/3

	Decoding algorithm**
	Max-log-MAP

	Info. block length*** (bits w/o CRC)
	20, 40, 200, 600, 1000

	CRC
	no

	Code block segmentation and rate matching
	the same as in LTE

	Iteration number
	8




Table 2: Simulation assumption for Turbo code
	Channel*
	AWGN

	Modulation 
	QPSK, 16 QAM

	Code rate 
	 1/12, 1/6, 1/3

	Decoding algorithm**
	List-32

	Info. block length*** (bits w/o CRC)
	20, 40

	CRC
	no
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