3GPP TSG RAN WG1 Meeting #85

 


R1-164548
Nanjing, China 23rd - 27th May 2016
Agenda Item:
6.2.10.3
Source: 
LG Electronics

Title: 
System-level simulation results for TDD scenario with latency reduction
Document for:
Discussion & decision
1. Introduction

In RAN1#84bis meeting [1], many company’s evaluation results are captured in TR including system-level simulation and link-level simulation results. Moreover, it is agreed for evaluation assumption for TDD scenario as follows: 

	Agreements:

· Evaluation/analysis assumes the following deployment scenarios for TDD 

· Case 1: Single operator owns the entire band

· The operator can align or change the DL/UL configuration including additional subframe type (if introduced)

· Case 2: Different operator sharing one band can coordinate

· The operators align the DL/UL configuration including additional subframe type (if introduced)

· For the evaluation, backward compatibility shall be maintained

· RAN1 would not evaluate other deployment scenarios requiring inter-operator coexistence analysis in this SI

· Both single carrier and multi carrier cases are considered for deployment scenarios

· For SLS/analysis of latency reduction for TDD

· At least provide single carrier results

· Legacy TDD DL/UL configuration #0,#1, and #2 can be evaluated.

· The sets of “fixed” DL and UL subframes are assumed

· Subframe #0 and #5 are assumed as normal fixed downlink subframe

· Subframe #2 is assumed as uplink subframe

· It is not precluded to further consider possibility to apply additional subframe types in subframes #0 and/or #5 and/or #2, provided that backward compatible is maintained including reception of CRS, system information, paging, and SS

· For additional subframe type (for evaluation purpose)

· Additional subframe consists of downink(s), GP(s) and uplink(s)

· In uplink, it is assumed that sPUCCH(s) and sPUSCH(s) can be transmitted

· Evaluation sets include at least the followings

· Reference set: Legacy TDD DL/UL configuration with legacy TTI

· Set 1: full flexibility on other subframes

· All downlink subframes which can be configured as MBSFN subframes can be replaced with additional subframe type(s)

· All uplink subframes can be replaced with additional subframe type(s)

· Special subframe can be replaced with additional subframe type(s)

· Set 2: full flexibility only on UL subframes

· All downlink subframes are fixed as downlink subframes

· Special subframes are fixed as special subframes

· All uplink subframes can be replaced with additional subframe type(s)

· Set 3: keep legacy TDD DL/UL configuration

· All downlink subframes are fixed as downlink subframes

· All uplink subframes are fixed as uplink subframes

· Special subframes are fixed as special subframes

· Simulation results is recommended to include at least
· Performance comparison of Set 3 compared to reference set
· Performance comparison of other sets compared to Set 3
· Comparison among different TTI  lengths within the same set to evaluate the gain from TTI shortening. 

· For set 1 and set 2 evaluations, consider at least one of the following cases for co-channel coexistence analysis

· Option 1: TDD DL/UL configuration including additional subframe type (if supported) are aligned among neighbor cells in the same frequency

· Assume macro cell scenario as a baseline

· Encouraged to simulate also on eIMTA pico cell scenario #3 (only deployment scenario aspects) in TR 36.828

· Option 2: TDD DL/UL configuration including additional subframe type (if supported) may not be aligned among neighbor cells

· Utilize eIMTA pico cell scenario #3 (only deployment scenario aspects) in TR 36.828 for coexistence evaluation for this case


In this contribution, we provide our system-level simulation results and relevant observations for latency reduction in TDD scenario.
2. Simulation assumption description
In this section, we describe detailed methodologies/assumptions including TTI structures per normal subframe (1 msec), TBS determination scheme, dynamic control overhead calculation, and TDD HARQ-ACK timing. Rest of simulation assumptions are provided in Appendix A. 
2.1. TTI structure

Following Figure 1 shows the shortened TTI structure per one subframe assuming normal CP. For 2 and 7 symbols of shortened TTI, the length of TTI is kept constant during simulation time. As for 3/4 symbols of shortened TTI, the length of TTI is varying within a subframe as shown in Figure 1-(b). In this contribution, it is assumed that the legacy PDCCH region explicitly occupies first two OFDM symbols, which is indicated by dashed region in Figure 1. 
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(c) 2-symbol TTI

Figure 1: Example of TTI structure for short TTI. 

In this contribution, it can be considered that sPDCCH is mapped on legacy PDCCH region for 7-symbol TTI and 3/4-symbol TTI, while TTI(s) which is fully overlapped with legacy PDCCH region as in 2-symbol TTI will not be used for sPDCCH/sPDSCH transmission. 
2.2. TBS determination

The reference PRB size for TBS determination is scaled down considering TTI size in a similar manner with TBS determination in special subframe. In this contribution, for simplicity, it is assumed that the scaling factor to decide the reference PRB size for TBS determination is set to 1/2 for 7-symbol TTI, 3/14 for 3-symbol TTI, 2/7 for 4-symbol TTI, and 1/7 for 2-symbol TTI. 
2.3. Dynamic control overhead

Considering introduction of shortened TTI, it is necessary to calculate control overhead based on actual scheduling rather than defining control overhead in terms of the fixed number of OFDM symbols. First of all, we assumed that legacy PDCCH region is fixed to 2 OFDM symbols, and remaining CRS overhead (12 REs per PRB or 1 OFDM symbl) is distributed to each TTI. In addition, for sPDCCH overhead, we assume the necessary aggregation level of sPDCCH to a UE is computed based on long-term UE channel condition. In this contribution, for simplicity, UL geometry is used to determine the aggregation level of sPDCCH. The total number of allocated REs for sPDCCHs is derived based on the set of scheduled UEs’ geometry at the same time. According to link-level simulation results for sPDCCH in our companion contribution [2], the single sPDCCH overhead based on UE geometry can be given by Table 1. This control overhead can be varying in time based on actual scheduling. Furthermore, scaling factor to capture control overhead for UL grant and unused REs in control overhead region is set to 2. 
Table 1: A single sPDCCH overhead based on UE geometry.

	SINR region[dB]
	(-6, -3]
	(-3, 0]
	(0, 3]
	(3, +inf]

	Aggregation level
	8
	4
	2
	1

	# of REs
	288
	144
	72
	36


When TTI length is extremely small (e.g. 1-symbol TTI or 2-symbol TTI), the control overhead portion can be huge and the overall number of REs in a single TTI will not be enough to transmit both sPDCCH and sPDSCH. To alleviate the lack of REs due to large control overhead, it is assumed that the maximum number of simultaneously scheduled UEs in the same time in the same cell is fixed to 1 for 2-symbol TTI. 
2.4. TDD HARQ timing
In this contribution, TDD UL-DL configuration #1 is assumed to be used, and the additional subframe type is assumed to be aligned across all the cells in the network. Moreover, it is assumed that the additional subframe type consists of 6 symbols for DL transmission, 2 symbols for guard period, and 6 symbols for UL transmission. For evaluation Set 1, the additional subframe type is applied to SF#1, #3, #4, #6, #7, #8, and #9. For evaluation Set 2, the additional type is applied to SF#3 and #8. For Set 2 and Set 3, special subframe configuration #7 (consisting of 10 DL symbols, GP, and 2 UL symbols) is used. 
In TDD scenario, UE may need to wait UL sTTI even though decoding sPDCCH/sPDSCH and encoding sPUSCH/sPUCCH are already completed to transmit sPUCCH or sPUSCH. Furthermore, since the ratio of UL sTTI and DL sTTI can be different, multiple DL sTTI (or SF) needs to be bundled and to be associated with the same UL sTTI (or SF). Regarding HARQ-ACK timing determination, it can be considered that fast HARQ-ACK timing for throughput enhancement and HARQ-ACK distribution for (s)PUCCH coverage. The rest of this section describes examples of HARQ-ACK timing for shortened TTI with TDD UL-DL configuration 1 (and additional subframe type). 
2.4.1. Set 3: keep legacy TDD DL/UL configuration
First of all, since the total number of DL sTTI is larger than that of UL sTTI to be used for sPUCCH/sPUSCH transmission, some UL sTTI will be associated with more than one DL sTTI. Considering legacy PDCCH region, some DL sTTI may not be used for sPDSCH transmission especially when TTI length is set to 2OS. In this case, DL sTTI overlapping with PDCCH region can be selected first to be bundled with other DL sTTI for a single UL sTTI. Figure 2, Figure 3, and 4 shows an example of HARQ-ACK timing when TTI length is set to 7OS, 3/4OS, and 2OS, respectively. Timing 1 is designed to target HARQ-ACK distribution among UL sTTIs rather than fast timing, while timing 2 targets fast timing rather than HARQ-ACK distribution. 
[image: image3.png]



(a) Timing 1
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(b) Timing 2

Figure 2: Example of HARQ-ACK timing for 7OS in Set 3.
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(a) Timing 1
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(b) Timing 2

Figure 3: Example of HARQ-ACK timing for 3/4OS in Set 3.
[image: image7.png]DDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDD




(a) Timing 1
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(b) Timing 2

Figure 4: Example of HARQ-ACK timing for 2OS in Set 3.
It is observed that due to the waiting time for DL sTTI or UL sTTI, even though TTI length decreases, the overall HARQ-ACK timing or RTT could not be highly reduced in TDD scenario. 
2.4.2. Set 2
In this setting, some portion of UL subframe can be replaced by additional subframe type. In this case, the time duration from DL to UL, and UL to DL can be further reduced. In this contribution, we assume that SF#3 and #8 can be used for additional subframe type. Due to the additional subframe type, some portion of UL sTTI can be changed into DL sTTI. It means that some HARQ-ACK timing can be broken, and it needs to define HARQ-ACK timing for new DL sTTI in additional subframe type. Considering scalability, it would be necessary to define simple rule to modify HARQ-ACK timing. First of all, if HARQ-ACK timing is broken due to the additional subframe type, the new HARQ-ACK timing can be defined the next available UL sTTI. Next, the HARQ-ACK timing for newly added DL sTTI due to the additional subframe type can be simply set to the first available UL sTTI after 3 sTTIs. Figure 5 shows an example of the HARQ-ACK timing in Set 2 when the original HARQ-ACK timing is set to Timing 2. 
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(a) 7OS
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(b) 3/4OS
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(c) 2OS

Figure 5: Example of HARQ-ACK timing for shortened TTI in Set 2.
It is observed that the total number of DL sTTI increases compared to Set 3, and the overall HARQ-ACK timing or RTT can increases due to the DL sTTI in additional subframe type when TTI length is larger than 2 due to the increased waiting time for available DL/UL sTTI. In case of 2OS, it is observed that the overall HARQ-ACK timing or RTT can be considerably reduced by using additional subframe type. 
2.4.3. Set 1
In case, special subframe and some portion of DL subframe can be replaced by additional subframe type. In a similar manner with modifying rule described in section 2.4.2, new HARQ-ACK timing for Set 1 can be derived from the HARQ-ACK timing for Set 3. Figure 6 shows an example of HARQ-ACK timing in Set 1 when the HARQ-ACK timing in Set 3 is set to Timing 2. 
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(a) 7OS
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(b) 3/4OS
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(c) 2OS – Timing A
Figure 6: Example of HARQ-ACK timing for shortened TTI in Set 1.
In case of 2OS, rather than considering scalability of HARQ-ACK timing, the overall HARQ-ACK timing can be further reduced by optimizing HARQ-ACK timing for a given additional subframe type. Simply, all the UL sTTIs in additional subframe type will be used to reduce the HARQ-ACK timing further. Figure 7 shows another example of HARQ-ACK timing in Set 1 when TTI length is set to 2. 
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(a) 2OS - Timing B

Figure 7: Example of HARQ-ACK timing for 2OS in Set 1.
When HARQ-ACK timing is newly designed for a given additional SF type (Timing B), the average HARQ-ACK RTT is around 1.78ms while the average HARQ-ACK RTT considering scalability (Timing A) is about 2.07ms. In the next section, we compare various HARQ-ACK timings in terms of UPT/UPD. 

3. Numerical results
In this contribution, sPUCCH performance depending on HARQ-ACK payload size is not considered. In our simulation, we look at the performance of shortened TTI in different resource utilization conditions and different FTP file sizes. 
In the first set of evaluations, we keep the legacy TDD UL-DL configuration and special subframe configuration (Set 3), and two HARQ-ACK timings are considered; Timing 1 targets HARQ-ACK distribution across multiple UL sTTI, and Timing 2 targets fast timing rather than HARQ-ACK distribution as shown in Figure 2, 3 and 4. Generally, shorter TTI may produce performance benefit from reduced HARQ process delay. Furthermore, with reduced RTT, overall hand-shaking latency and thus start-up time of FTP session will be considerably reduced. At the same time, the portion of control/RS overhead will be increased linearly with the shorter TTI unless control/RS overhead is also linearly scaled-down. However, in TDD scenario, the amount of reduction on HARQ process delay and RTT is limited since UE or eNB needs to wait available DL/UL sTTI according to a given TDD UL-DL configuration. 
Figure 8 illustrates the simulation results on the first set. Here, we measure relative performance gain of shortened TTI compared to Reference set (Legacy TDD DL/UL configuration with legacy TTI). 
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(b) 100kB
Figure 8: UPT/UPD gain of shortened TTI over Referent Set (Set 3).
According to the evaluation results presented in Figure 8, we observed that when legacy TDD UL-DL configuration is kept, 7OS outperforms over 2OS in terms of UPT and UPD for various combination of RU and file size. Since the waiting time is needed in TDD scenario, the HARQ process delay for 2OS (e.g. 4ms) is comparable with that of 7OS (e.g. 4.3ms). In the meanwhile, the overall control overhead of 2OS is much higher than 7OS. Moreover, 2OS has performance loss in terms of 5%-tile UPT. The performance difference between Timing 1 and Timing 2 seems marginal in terms of UPT and UPD. In this case, considering sPUCCH coverage, HARQ-ACK distribution can be prioritized over fast timing when designing HARQ-ACK timing in TDD scenario. 
Observation 1: Our observations for Set 3 (Keep legacy TDD UL-DL configuration and special SF configuration) are summarized as follows:
· 7OS and 3/4OS outperform over 2OS across various combination of RU and file size in terms of UPT/UPD.
· 2OS has significant performance loss in terms of 5%-tile UPT. 

· The performance difference in regards to latency coming from HARQ-ACK timing or RTT seems not significant. 
Proposal 1: When no additional subframe type is introduced, 7OS and 3/4OS can be prioritized to be used for latency reduction for TDD scenario rather than 2OS. 

Proposal 2: At least for Set 3, HARQ-ACK timing design can consider HARQ-ACK distribution for sPUCCH coverage as well as fast timing. 
For the second set of evaluations, we apply additional subframe type to all the subframes except for #0, #2, #5 (Set 1) as shown in Figure 6 and 7. Due to the additional subframe type, the HARQ-ACK timing or RTT can be changed. According to Figure 6 and 7, when TTI length is set to 2OS, the average HARQ-ACK timing is reduced while the average HARQ-ACK timing for 7OS increases compared to Set 1. Figure 9 illustrates the simulation results on the second set. Here, we measure relative performance gain of shortened TTI compared to Reference set. For 2OS, two HARQ-ACK timings as presented in Figure 6 and 7 are assumed. 
[image: image22.png]100kbits, Set 1, Avg. UPT

m70s

m3/405

UPT gain ratio

= 205 Timing A

= 205 Timing 8

RU=20%  RU=40%  RU=60%




[image: image23.png]UPT gain ratio

100kbits, Set 1, 5%-tile UPT

m70s
= 3/d0s
= 205 Timing A

= 205 Timing 8




[image: image24.png]100kbits, Set 1, 50%-tile UPD

n7os
n3/d0s
205 Timing A

205 Timing B

RU=20%  RU=40%  RU=60%





(a) 100 kbits
[image: image25.png]o -
5 - b

°
8

UPT gain ratio
o o
52

o

100kB, Set 1, Avg. UPT

m70s
= 3/d0s
= 205 Timing A

= 205 Timing 8

RU=20%  RU=40%  RU=60%




[image: image26.png]fin atio

100kB, Set 1, 5%-tile UPT

n7os
n3/d0s
205 Timing A

205 Timing B




[image: image27.png]UPD Reduction ratio

100kB, Set 1, 50%-tile UPD

B —

04

03

02

01

o1

02

n7os
n3/d0s
205 Timing A

205 Timing B
RU=20%  RU=A%  RU:

ol





 (b) 100kB
Figure 9: UPT/UPD gain of shortened TTI over Reference Set (Set 1).
According to Figure 9, we observed that 2OS can outperform over 7OS in terms of average UPT and 50%-tile UPD when file size or RU is small. In this setting, HARQ process delay or RTT of 2OS can be highly reduced (e.g. 2ms). However, 2OS still have performance loss at 5%-tile UPT. In Set 1, by designing HARQ-ACK timing or RTT for a given additional subframe type configuration without considering scalability, the performance of 2OS can be further improved in terms of UPT and UPD. 
Observation 2: Our observations for Set 1 (Full flexibility on DL/UL/special subframes) are summarized as follows:
· When file size or RU is small, 2OS outperforms over other TTI lengths in terms of average UPT and 50%-tile UPD.

· 2OS has significant performance loss in terms of 5%-tile UPT.
· Depending on HARQ-ACK timing or RTT design, the performance of 2OS can be changed. 

Proposal 3: If additional subframe type is considered, it is necessary to investigate how to design HARQ-ACK timing for TDD scenario with potential additional subframe type(s) considering scalability across various configurations of additional subframe type and/or fast timing and/or HARQ-ACK distribution. 
For the third set of evaluations, we compares UPT/UPD gain of shortened TTI scheme across various evaluation set (Set 1, Set 2, and Set 3) as presented in Figure 10. We provide UPT/UPD gain over Reference Set across various combination of RU and file size. For Set 1, it is assumed that 2OS uses Timing B as shown in Figure 6-(b). 
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Figure 10: UPT/UPD gain of Set 1/Set 2/Set 3 over Reference Set.
Regarding evaluation results in Figure 10, it seems that the performance results of 7OS with Set 1 and Set 3 are quite similar. The number of DL symbols excluding PDCCH region is given by 66 symbols for Set 1, 76 symbols for Set 2, and 64 symbols for Set 3. In case of 7OS, the average HARQ process delay can be set to 4.8ms for Set 1, 4.67ms for Set 2, and 4.3ms for Set 3. In these points of view, the number of DL sTTI or symbols is more dominant to determine UPT/UPD performance of 7OS rather than HARQ process delay. In case of 2OS, the average value of HARQ process delay is 2.07ms, 2.62ms, or 4ms for Set 1, Set 2, or Set 3, respectively. When file size is 100kbits, Set 1 has the best performance for 2OS in terms of average UPT and 50%-tile UPD even though Set 2 has more DL symbols than Set 1. However, when file size increases to 100kB, Set 2 outperforms Set 1 in terms of UPT/UPD. Overall, we observed that the effect of increasing number of DL symbols is more crucial for UPT/UPD performance than HARQ process delay. When file size is small enough, the effect of reducing HARQ process delay works well for UPT/UPD of 2OS. In addition, for all the cases (Set 1/2/3), 5%-tile UPT gains of 2OS are negative over Referent Set. 
Observation 3: Our observations for the cases across various evaluation sets (Set 1, Set 2, and Set 3) are summarized as follows:
· If TTI length is set to 2OS and file size is 100kbits, Set 1 shows the best performance in terms of average UPT and 50%-tile UPD. Otherwise, Set 2 outperforms over other evaluation sets due to the increased number of DL symbols. 
· 2OS has significant performance loss for all the evaluation sets in terms of 5%-tile UPT.
Proposal 4: If additional subframe type is introduced, it can be considered that Set 2 approach (Full flexibility only on UL subframs) is prioritized over Set 1.
4. Conclusion
In this contribution, we provide our evaluation results for latency reduction. The followings summarize our observations and proposals: 
Observation 1: Our observations for Set 3 (Keep legacy TDD UL-DL configuration and special SF configuration) are summarized as follows:

· 7OS and 3/4OS outperform over 2OS across various combination of RU and file size in terms of UPT/UPD.

· 2OS has significant performance loss in terms of 5%-tile UPT. 

· The performance difference in regards to latency coming from HARQ-ACK timing or RTT seems not significant. 
Observation 2: Our observations for Set 1 (Full flexibility on DL/UL/special subframes) are summarized as follows:

· When file size or RU is small, 2OS outperforms over other TTI lengths in terms of average UPT and 50%-tile UPD.

· 2OS has significant performance loss in terms of 5%-tile UPT.

· Depending on HARQ-ACK timing or RTT design, the performance of 2OS can be changed. 

Observation 3: Our observations for the cases across various evaluation sets (Set 1, Set 2, and Set 3) are summarized as follows:
· If TTI length is set to 2OS and file size is 100kbits, Set 1 shows the best performance in terms of average UPT and 50%-tile UPD. Otherwise, Set 2 outperforms over other evaluation sets due to the increased number of DL symbols. 

· 2OS has significant performance loss for all the evaluation sets in terms of 5%-tile UPT.
Proposal 1: When no additional subframe type is introduced, 7OS and 3/4OS can be prioritized to be used for latency reduction for TDD scenario rather than 2OS. 

Proposal 2: At least for Set 3, HARQ-ACK timing design can consider HARQ-ACK distribution for sPUCCH coverage as well as fast timing. 

Proposal 3: If additional subframe type is considered, it is necessary to investigate how to design HARQ-ACK timing for TDD scenario with potential additional subframe type(s) considering scalability across various configurations of additional subframe type and/or fast timing and/or HARQ-ACK distribution. 
Proposal 4: If additional subframe type is introduced, it can be considered that Set 2 approach (Full flexibility only on UL subframs) is prioritized over Set 1.
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Appendix A
Table 1 summarizes system-level simulation parameters which this contribution assumes considering evaluation methodology agreed as baseline. 

Table A.1: System-level simulation assumption
	Parameter
	Assumptions

	Layout
	7 Macro eNBs can be used, 3 sectors per site; 

	System bandwidth per carrier
	10MHz 

	Carrier frequency 
	2GHz

	Inter-site distance
	500m

	Total BS TX power (Ptotal per carrier)
	46dBm

	TTI length
	2/3/4/7/14 symbols

	Fast UL Access schemes
	Optional: provided by companies

	RS and control signaling overhead
	2-port CRS + dynamic control overhead based on actual scheduling with scaling factor 2. 

	TBS determination
	Scalable with TTI length 

	HARQ RTT
	Scalable with TTI length 

	Scheduler
	Proportional fairness

	Distance-dependent path loss
	ITU UMa[referring to Table B.1.2.1-1 in TR36.814], with 3D distance between an eNB and a UE

	Penetration
	For outdoor UEs:0dB

	
	For indoor Ues: 20dB+0.5din (din: independent uniform random value between [ 0, min(25,d) ] for each link)

	Shadowing
	ITU UMa

	Antenna pattern
	3D

	Antenna Height: 
	25m

	UE antenna Height
	1.5m

	Antenna gain + connector loss
	17 dBi 

	Antenna gain of UE
	0 dBi

	Fast fading channel between eNB and UE
	ITU UMa 

	Antenna configuration
	2Tx(eNB), Cross-polarized
2Rx(UE), Cross-polarized

	Number of Ues 
	10 Ues per macro cell

	UE dropping
	Randomly and uniformly dropped throughout the macro geographical area. 20% Ues are outdoor and 80% Ues are indoor.

	Traffic model
	FTP model 2

File size [100kbits, 100kB]
RU [20%, 40%, 60%] (with adjustment of arrival rates)

	CSI report period
	5ms between two consecutive reports

	CSI report delay
	Referring to Table A.3

	TCP ACK delay
	Referring to Table A.3

	Core network delay
	0ms


Table A.2: TCP ACK delay assumption

	Component
	Description
	Time

	1
	Decoding of sPDCCH/sPDSCH associated with the last TCP packet + Encoding of (SR) sPUCCH
	3 sTTI

	2
	Waiting UL sTTI
	X sTTI

	3
	Transmission of (SR) sPUCCH (1 TTI SR period)
	1 sTTI

	4
	Decoding of (SR) sPUCCH + Encoding UL grant
	3 sTTI

	5
	Waiting DL sTTI
	Y sTTI

	6
	Transmission of UL grant
	1 sTTI

	7
	Decoding of UL grant + Encoding of sPUSCH
	3 sTTI

	8
	Waiting UL sTTI
	X’ sTTI

	9
	Transmission of sPUSCH
	1 sTTI

	10
	Decoding of sPUSCH + Encoding of sPDCCH/sPDSCH associated with the first TCP packet
	3 sTTI

	11
	Waiting DL sTTI
	Y’ sTTI

	12
	Overall core network delay
	CN delay

	Sum
	
	15 sTTI + Waiting time + CN delay


Table A.3: Average CQI delay and TCP ACK delay.

	UL-DL config.
	TTI length
	Avg. CQI delay
	Avg. TCP ACK delay

	#1 wo/ additional SF type (Set 3)
	14OS
	6ms
	19ms

	
	7OS
	4ms
	8.7ms

	
	3/4OS
	2.75ms
	7.8ms

	
	2OS
	1.57ms
	7.55ms

	#1 w/ additional SF type on (UL) SF #3, #8

(Set 2)
	7OS
	4ms
	8.83ms

	
	3/4OS
	2.75ms
	7.09ms

	
	2OS
	1.57ms
	5.09ms

	#1 w/ additional SF type on SF #3, #4, #7, #8, #9

(Set 1)
	7OS
	4ms
	9.1ms

	
	3/4OS
	2.75ms
	6.91ms

	
	2OS
	1.57ms
	4ms


Appendix B
This section summarizes system-level simulation results across various assumptions for TDD UL-DL configuration with additional subframe type, file size, and RU. 

Table B.1: Set 1 - 100kbits

	Reported parameters
	Low load

RU range for legacy TTI: 10%~25%
	Medium load

RU range for legacy TTI: 35%~50%
	High load

RU range for legacy TTI: above 55%

	
	14OS
	7OS
	3/4OS
	2OS
	1OS
	14OS
	7OS
	3/4OS
	2OS
	1OS
	14OS
	7OS
	3/4OS
	2OS
	1OS

	DL UPT CDF [Mbps]
	5%
	1.51
	2.70
	2.46
	0.95
	
	1.38
	2.25
	1.77
	0.45
	
	1.21
	1.79
	0.87
	0.12
	

	
	50%
	1.63
	3.21
	4.39
	5.69
	
	1.62
	3.15
	4.24
	5.25
	
	1.61
	3.02
	3.97
	5.28
	

	
	95%
	1.65
	3.27
	4.56
	7.25
	
	1.65
	3.26
	4.57
	7.27
	
	1.65
	3.23
	4.53
	7.11
	

	
	Mean
	1.61
	3.13
	4.07
	4.94
	
	1.58
	3.00
	3.82
	4.61
	
	1.54
	2.82
	3.51
	4.55
	

	DL Delay CDF [s]
	5%
	0.061
	0.031
	0.022
	0.014
	
	0.061
	0.031
	0.022
	0.014
	
	0.061
	0.031
	0.022
	0.014
	

	
	50%
	0.062
	0.031
	0.023
	0.018
	
	0.062
	0.032
	0.024
	0.019
	
	0.062
	0.033
	0.025
	0.019
	

	
	95%
	0.066
	0.037
	0.041
	0.105
	
	0.073
	0.044
	0.057
	0.217
	
	0.083
	0.056
	0.100
	0.522
	

	
	Mean
	0.062
	0.032
	0.026
	0.045
	
	0.064
	0.034
	0.030
	0.077
	
	0.070
	0.044
	0.097
	0.223
	

	RU
	0.2
	0.16
	0.18
	0.30
	
	0.42
	0.42
	0.44
	0.58
	
	0.60
	0.73
	0.74
	0.74
	

	lambda
	3
	12
	52

	Note: FTP model 2 is assumed. TCP connection is maintained for each FTP packet. Dynamic control region per sTTI assumed (dependent of the scheduled UEs in a sTTI). TDD UL-DL configuration #1 is used. 14OS assumes Reference Set. RU is counted only on DL subframe.


Table B.2: Set 1 - 100kB
	Reported parameters
	Low load

RU range for legacy TTI: 10%~25%
	Medium load

RU range for legacy TTI: 35%~50%
	High load

RU range for legacy TTI: above 55%

	
	14OS
	7OS
	3/4OS
	2OS
	1OS
	14OS
	7OS
	3/4OS
	2OS
	1OS
	14OS
	7OS
	3/4OS
	2OS
	1OS

	DL UPT CDF [Mbps]
	5%
	1.88
	2.95
	2.58
	1.27
	
	1.16
	1.76
	1.36
	0.43
	
	0.50
	0.88
	0.53
	0.10
	

	
	50%
	4.30
	7.49
	7.75
	6.73
	
	3.54
	5.77
	5.46
	3.61
	
	2.84
	4.13
	3.43
	2.13
	

	
	95%
	6.09
	11.65
	13.59
	16.61
	
	6.00
	11.26
	13.17
	14.22
	
	5.95
	10.56
	11.28
	10.18
	

	
	Mean
	4.14
	7.49
	7.83
	7.64
	
	3.56
	6.07
	6.13
	4.77
	
	3.04
	4.78
	4.49
	3.33
	

	DL Delay CDF [s]
	5%
	0.131
	0.069
	0.059
	0.048
	
	0.133
	0.071
	0.061
	0.056
	
	0.134
	0.076
	0.071
	0.077
	

	
	50%
	0.186
	0.107
	0.103
	0.118
	
	0.226
	0.139
	0.146
	0.217
	
	0.280
	0.193
	0.230
	0.342
	

	
	95%
	0.426
	0.272
	0.310
	0.633
	
	0.673
	0.456
	0.577
	1.348
	
	1.393
	0.909
	1.376
	3.230
	

	
	Mean
	0.222
	0.129
	0.135
	0.200
	
	0.315
	0.187
	0.216
	0.395
	
	0.449
	0.328
	0.426
	0.745
	

	RU
	0.18
	0.13
	0.16
	0.18
	
	0.42
	0.33
	0.40
	0.46
	
	0.63
	0.58
	0.66
	0.66
	

	lambda
	0.15
	0.35
	0.55

	Note: FTP model 2 is assumed. TCP connection is maintained for each FTP packet. Dynamic control region per sTTI assumed (dependent of the scheduled UEs in a sTTI). TDD UL-DL configuration #1 is used. 14OS assumes Reference Set. RU is counted only on DL subframe.


Table B.3: Set 2 - 100kbits

	Reported parameters
	Low load

RU range for legacy TTI: 10%~25%
	Medium load

RU range for legacy TTI: 35%~50%
	High load

RU range for legacy TTI: above 55%

	
	14OS
	7OS
	3/4OS
	2OS
	1OS
	14OS
	7OS
	3/4OS
	2OS
	1OS
	14OS
	7OS
	3/4OS
	2OS
	1OS

	DL UPT CDF [Mbps]
	5%
	1.51
	2.91
	2.70
	1.30
	
	1.38
	2.55
	2.10
	0.62
	
	1.21
	2.30
	1.47
	0.24
	

	
	50%
	1.63
	3.30
	4.22
	5.55
	
	1.62
	3.26
	4.15
	5.06
	
	1.61
	3.16
	3.91
	5.01
	

	
	95%
	1.65
	3.37
	4.35
	6.12
	
	1.65
	3.36
	4.36
	6.15
	
	1.65
	3.32
	4.33
	6.11
	

	
	Mean
	1.61
	3.26
	3.97
	4.68
	
	1.58
	3.15
	3.79
	4.34
	
	1.54
	3.02
	3.56
	4.25
	

	DL Delay CDF [s]
	5%
	0.061
	0.030
	0.023
	0.016
	
	0.061
	0.030
	0.023
	0.016
	
	0.061
	0.030
	0.023
	0.016
	

	
	50%
	0.062
	0.030
	0.024
	0.018
	
	0.062
	0.031
	0.024
	0.020
	
	0.062
	0.032
	0.026
	0.020
	

	
	95%
	0.066
	0.034
	0.037
	0.077
	
	0.073
	0.039
	0.048
	0.161
	
	0.083
	0.043
	0.068
	0.346
	

	
	Mean
	0.062
	0.031
	0.027
	0.033
	
	0.064
	0.032
	0.028
	0.053
	
	0.070
	0.034
	0.037
	0.122
	

	RU
	0.20
	0.13
	0.14
	0.14
	
	0.42
	0.37
	0.35
	0.3
	
	0.60
	0.65
	0.60
	0.41
	

	lambda
	3
	12
	52

	Note: FTP model 2 is assumed. TCP connection is maintained for each FTP packet. Dynamic control region per sTTI assumed (dependent of the scheduled UEs in a sTTI). TDD UL-DL configuration #1 is used. 14OS assumes Reference Set. RU is counted only on DL subframe.


Table B.4: Set 2 - 100kB
	Reported parameters
	Low load

RU range for legacy TTI: 10%~25%
	Medium load

RU range for legacy TTI: 35%~50%
	High load

RU range for legacy TTI: above 55%

	
	14OS
	7OS
	3/4OS
	2OS
	1OS
	14OS
	7OS
	3/4OS
	2OS
	1OS
	14OS
	7OS
	3/4OS
	2OS
	1OS

	DL UPT CDF [Mbps]
	5%
	1.88
	3.58
	2.64
	1.73
	
	1.16
	2.43
	1.57
	0.76
	
	0.50
	1.40
	0.77
	0.13
	

	
	50%
	4.30
	8.48
	7.98
	8.50
	
	3.54
	6.78
	5.89
	4.62
	
	2.84
	5.25
	4.13
	2.75
	

	
	95%
	6.09
	11.86
	13.72
	17.65
	
	6.00
	11.96
	12.84
	14.81
	
	5.95
	11.47
	12.22
	11.34
	

	
	Mean
	4.14
	8.22
	8.15
	8.75
	
	3.56
	6.97
	6.53
	5.88
	
	3.04
	5.72
	5.14
	4.02
	

	DL Delay CDF [s]
	5%
	0.131
	0.067
	0.058
	0.045
	
	0.133
	0.067
	0.062
	0.054
	
	0.134
	0.070
	0.065
	0.071
	

	
	50%
	0.186
	0.094
	0.100
	0.094
	
	0.226
	0.118
	0.136
	0.170
	
	0.280
	0.152
	0.193
	0.278
	

	
	95%
	0.426
	0.224
	0.303
	0.461
	
	0.673
	0.329
	0.509
	0.936
	
	1.393
	0.570
	1.016
	2.078
	

	
	Mean
	0.222
	0.113
	0.128
	0.153
	
	0.315
	0.149
	0.194
	0.295
	
	0.449
	0.222
	0.338
	0.609
	

	RU
	0.18
	0.12
	0.13
	0.09
	
	0.42
	0.28
	0.35
	0.23
	
	0.63
	0.47
	0.56
	0.35
	

	lambda
	0.15
	0.35
	0.55

	Note: FTP model 2 is assumed. TCP connection is maintained for each FTP packet. Dynamic control region per sTTI assumed (dependent of the scheduled UEs in a sTTI). TDD UL-DL configuration #1 is used. 14OS assumes Reference Set. RU is counted only on DL subframe.


Table B.5: Set 3 - 100kbits

	Reported parameters
	Low load

RU range for legacy TTI: 10%~25%
	Medium load

RU range for legacy TTI: 35%~50%
	High load

RU range for legacy TTI: above 55%

	
	14OS
	7OS
	3/4OS
	2OS
	1OS
	14OS
	7OS
	3/4OS
	2OS
	1OS
	14OS
	7OS
	3/4OS
	2OS
	1OS

	DL UPT CDF [Mbps]
	5%
	1.51
	2.72
	1.74
	2.70
	
	1.38
	2.22
	1.28
	2.26
	
	1.21
	2.00
	0.97
	1.98
	

	
	50%
	1.63
	3.19
	3.17
	3.20
	
	1.62
	3.13
	3.03
	3.13
	
	1.61
	3.01
	2.86
	3.01
	

	
	95%
	1.65
	3.28
	3.31
	3.27
	
	1.65
	3.25
	3.32
	3.25
	
	1.65
	3.23
	3.30
	3.22
	

	
	Mean
	1.61
	3.11
	2.92
	3.12
	
	1.58
	2.98
	2.74
	2.99
	
	1.54
	2.84
	2.61
	2.85
	

	DL Delay CDF [s]
	5%
	0.061
	0.031
	0.030
	0.031
	
	0.061
	0.031
	0.030
	0.031
	
	0.061
	0.031
	0.030
	0.031
	

	
	50%
	0.062
	0.031
	0.032
	0.031
	
	0.062
	0.032
	0.033
	0.032
	
	0.062
	0.033
	0.035
	0.033
	

	
	95%
	0.066
	0.037
	0.058
	0.037
	
	0.073
	0.045
	0.078
	0.044
	
	0.083
	0.050
	0.103
	0.050
	

	
	Mean
	0.062
	0.032
	0.038
	0.032
	
	0.064
	0.034
	0.041
	0.034
	
	0.070
	0.037
	0.051
	0.037
	

	RU
	0.20
	0.18
	0.24
	0.18
	
	0.42
	0.42
	0.48
	0.42
	
	0.60
	0.72
	0.68
	0.72
	

	lambda
	3
	12
	52

	Note: FTP model 2 is assumed. TCP connection is maintained for each FTP packet. Dynamic control region per sTTI assumed (dependent of the scheduled UEs in a sTTI). TDD UL-DL configuration #1 is used. 14OS assumes Reference Set. RU is counted only on DL subframe.


Table B.6: Set 3 - 100kB
	Reported parameters
	Low load

RU range for legacy TTI: 10%~25%
	Medium load

RU range for legacy TTI: 35%~50%
	High load

RU range for legacy TTI: above 55%

	
	14OS
	7OS
	3/4OS
	2OS
	1OS
	14OS
	7OS
	3/4OS
	2OS
	1OS
	14OS
	7OS
	3/4OS
	2OS
	1OS

	DL UPT CDF [Mbps]
	5%
	1.88
	2.76
	2.18
	2.80
	
	1.16
	1.70
	1.06
	1.76
	
	0.50
	0.86
	0.27
	0.77
	

	
	50%
	4.30
	7.50
	6.67
	7.41
	
	3.54
	5.59
	4.27
	5.53
	
	2.84
	3.82
	2.67
	3.85
	

	
	95%
	6.09
	11.44
	10.85
	11.28
	
	6.00
	10.95
	10.42
	11.02
	
	5.95
	10.19
	9.11
	10.35
	

	
	Mean
	4.14
	7.31
	6.60
	7.23
	
	3.56
	5.99
	4.84
	5.81
	
	3.04
	4.54
	3.54
	4.59
	

	DL Delay CDF [s]
	5%
	0.131
	0.070
	0.074
	0.071
	
	0.133
	0.073
	0.077
	0.073
	
	0.134
	0.079
	0.087
	0.077
	

	
	50%
	0.186
	0.106
	0.120
	0.108
	
	0.226
	0.143
	0.186
	0.145
	
	0.280
	0.209
	0.293
	0.207
	

	
	95%
	0.426
	0.290
	0.368
	0.286
	
	0.673
	0.470
	0.756
	0.455
	
	1.393
	0.916
	1.759
	1.009
	

	
	Mean
	0.222
	0.134
	0.157
	0.135
	
	0.315
	0.191
	0.279
	0.210
	
	0.449
	0.334
	0.534
	0.316
	

	RU
	0.18
	0.14
	0.16
	0.14
	
	0.42
	0.34
	0.46
	0.34
	
	0.63
	0.58
	0.7
	0.58
	

	lambda
	0.15
	0.35
	0.55

	Note: FTP model 2 is assumed. TCP connection is maintained for each FTP packet. Dynamic control region per sTTI assumed (dependent of the scheduled UEs in a sTTI). TDD UL-DL configuration #1 is used. 14OS assumes Reference Set. RU is counted only on DL subframe.


