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[bookmark: _Ref450652078]Introduction
In RAN#71, a new study item, “Study on New Radio Access Technology,” has been approved. The initial work of the study item is expected to focus on fundamental physical layer signal structure for new RAT, of which channel coding schemes is listed as an area to investigate.
In this paper, we discuss the performance of Turbo codes compared to a family of rate-compatible LDPC codes at a block length of 8192 information bits.
Description of the LDPC codes
We consider a family of rate-compatible LDPC codes based on protographs, which was first proposed in [1]. The LDPC codes are first designed for a high rate and then extended to achieve lower rate codes. 
The LDPC codes considered here are similar to the protograph-based raptor-like LDPC codes proposed in [2]. The protomatrix describing the protograph has the form
,
where A and B are matrices describing the protograph, 0 is a zero matrix of proper size, and I is the identity matrix with as many rows as B. All variable nodes not involved in A and B, in the following denonted the incremental redundancy (IR) variable nodes, have degree 1. The protograph is lifted in two steps, first with arbitrary permutation matrices of size 3x3 and then with circulant matrices of size Z × Z. The parity-check matrix thus describes a quasi-cyclic code, which ensures simple encoding and decoding.
The parity-check matrix is partitioned into square subblocks (submatrices) of size Z × Z. These submatrices are either cyclic-permutations of the identity matrix or null submatrices. The cyclic-permutation matrix Pi is obtained from the Z × Z identity matrix by cyclically shifting the columns to the right by i elements. The matrix P0 is the Z × Z identity matrix. A description of the matrix prototype is available in the attached spreadsheet, where an integer i corresponds to the permutation matrix Pi and -1 corresponds to a zero-matrix.

The first 3 × Z variable nodes are punctured, which has been shown to increase the performance [3]. The remaining variable nodes involved in A and B are always transmitted as well as the first 3 × Z variable nodes of the incremental redundancy part. This gives the highest rate code. The rate may be reduced by transmitting additional protograph variable nodes from the incremental redundancy part. Check-nodes connected to the variable-nodes of the incremental redundancy part that are not transmitted can be neglected.
Performance comparison
In this section we compare the performance of the proposed LDPC codes to the performance of improved LTE Turbo codes with the LTE rate-matching algorithm. The improvements consist of both a k=8192 QPP interleaver as well as a new mother code of rate 1/5, as described in [4]. The LDPC codes are decoded by the min-sum (MS) algorithm (no normalization or offset) and the Turbo codes are decoded by the max-log-MAP algorithm. The max-log-MAP algorithm is implemented with a scaling by 0.75 of the extrinsic LLRs for each information bit, which improves performance with little additional complexity.
A complexity comparison between LDPC codes and Turbo codes [5] shows that 13 min-sum decoding iterations of a rate 1/3 LDPC code have about the same complexity as 8 max-log-MAP decoding iterations of a rate 1/3 Turbo code. Therefore a performance comparison between LDPC and Turbo codes may be performed for 13 and 8 decoding iterations, respectively. However, flooding scheduling of the LDPC decoder has been considered here to simplify performance comparisons between companies and it is well known that the LDPC decoder converges faster when layered belief propagation is considered. To account for this we compare LDPC codes with 20 decoding iterations to Turbo codes with 8 decoding iterations.
It is well known that the min-sum algorithm can be improved, but the actual performance is highly dependent on the actual improvement as well as the parameters. As an example the performance of the min-sum algorithm without any improvements and the offset min-sum, as described in [6], is shown in Figure 1. The performance of the sum-product (SP) algorithm is also shown as a reference. The offset of 0.62 was found to be optimal for this specific code. The optimized offset min-sum reaches a block-error rate (BLER) of 0.1 at a 0.85dB lower Eb/N0, only with a small increase in complexity. The SP algorithm reaches a BLER of 0.1 at an Eb/N0 which is 0.35dB lower than with the offset min-sum algorithm. There are also other min-sum improvements available in the literature with higher complexity that achieves performance even closer to the SP algorithm. In the following performance comparison we show results both for LDPC codes decoded with the min-sum algorithm and with the SP algorithm, which can be seen as upper/lower bounds on the performance of the LDPC code at the given number of iterations. All results shown are for QPSK modulation and include at least 100 frame errors.
[image: ]
[bookmark: _Ref450740401]Figure 1 Min-sum algorithms with and without offset compared to sum-product algorithm.
The matrix prototype given in the attached spreadsheet has size 99×123, where each element in the matrix corresponds to a Z×Z cyclic permutation matrix. The LDPC code proposed here is constructed with Z=341. The code rate of this code ranges from 4/5 to 1/5. Considering only the upper left 51×75 submatrix of the matrix prototype gives the parity-check matrix for rate 1/3. The Turbo code considered for the rate 1/3 case is the LTE rate 1/3 Turbo code with the k=8192 QPP interleaver proposed in [4].
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[bookmark: _Ref450824280]Figure 2 Performance of Turbo code after 8 iterations and LDPC code after 20 min-sum (MS) iterations and 20 sum-product (SP) iterations. The code rate is 1/3 and the information block length is ~8192 bits.
Since LTE Turbo codes are only specified down to rate 1/3 and uses repetition for lower code rates, an improved Turbo code with a mother code rate of 1/5 is considered here. 
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[bookmark: _Ref450824282]Figure 3 Performance of Turbo code after 8 iterations and LDPC code after 20 min-sum (MS) iterations and 20 sum-product (SP) iterations. The code rate is 1/5 and the information block length is ~8192 bits.

The results shown in Figure 2 and Figure 3 show that the LTE rate 1/3 Turbo code as well as the Turbo code proposed in [4] for rate 1/5 perform better than the proposed LDPC codes with the same rate and similar block length and complexity. Combining the results above and those in [7] lead to the following proposal.

1. Turbo codes are used for all code rates and all info block lengths.

Performance of Turbo codes for additional code rates and block lengths

In this section we provide additional simulation results for the modified LTE Turbo codes as described in [4]. The turbo codes are also here decoded by the max-log-MAP algorithm, implemented with a scaling by 0.75 of the extrinsic LLRs for each information bit. All results in this section are for 8 decoding iterations. The results are divided into two sub-sections. The first sub-section contains results for the improved LTE Turbo codes with mother code rate 1/5 and/or the k=8192 QPP interleaver. The second sub-section contains results for the already existing LTE Turbo codes for code rates and block lengths considered for NR.
Performance of improved LTE turbo codes
The performance of the proposed turbo code with mother code rate 1/5 is shown in Figure 4 for different block lengths.
[image: ]
[bookmark: _Ref450939894]Figure 4 Turbo performance of the rate 1/5 mother code for different block lengths.

[image: ]
Figure 5 Turbo performance for k=8192 bits.

Performance of LTE Turbo codes
[bookmark: _GoBack]The performance of rate 1/6 and 1/12 Turbo codes are shown together with the performance of the rate 1/3 Turbo mother code in the following figures. Since the codes for rates lower than 1/3 shown here are just based on repetition of bits in the rate 1/3 mother code, the performance in terms of BLER as a function of Eb/N0 is basically the same for the different code rates. These codes are good alternatives for URLLC and mMTC.
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Figure 6 Turbo performance for k=20 information bits.
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Figure 7 Turbo performance for k=40 information bits.
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Figure 8 Turbo performance for k=200 information bits.
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Figure 9 Turbo performance for k=600 information bits.
[image: ]
Figure 10 Turbo performance for k=1000 information bits.

The performance of rate 1/3, 2/5, 1/2 and 2/3 turbo codes is shown in the following figures.

[image: ]
Figure 11  Turbo performance for k=100 information bits.
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Figure 12 Turbo performance for k=400 information bits.
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Figure 13 Turbo performance for k=1000 information bits.
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Figure 14 Turbo performance for k=2000 information bits.
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Figure 15 Turbo performance for k=4000 information bits.
[image: ]
Figure 16 Turbo performance for k=6000 information bits.

Conclusion

In this contribution, we discuss the performance of Turbo codes of low rates and compare it to the performance of a family of rate-compatible LDPC codes. Based on the discussion, we have the following proposal:


1. Turbo codes are used for all code rates and all info block lengths.
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