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1. Introduction
In RAN1 #84bis meeting, the following agreements on multiple access for New Radio (NR) Access Technology were achieved [1]:
· Study multiple access mechanisms including UL-grant less transmission, contention-based transmission, non-orthogonal multiple access
· Link-level simulation (LLS) and system-level simulation (SLS) are used for multiple access evaluation. 
· LLS* is used for feasibility investigation of new MA proposals, comparison of different proposals in typical scenarios
· SLS is used for comparison of proposals, and verification with traffic/scheduling/multi-cell interference dynamics
* LLS includes LLS with optional analytical model.

· Non-orthogonal multiple access should be investigated for diversified NR usage scenarios and use cases

· At least for UL mMTC, autonomous/grant-free/contention based non-orthogonal multiple access should be studied

In this contribution, requirement KPIs and system performance targets for multiple access for mMTC scenario are discussed, and some other considerations on multiple access evaluation are also presented.
2. KPIs and system performance targets for mMTC
For mMTC scenario, connection density is the first key performance indicator (KPI), the definition and target requirement of which are described in [2] as following:

Connection density refers to total number of devices fulfilling specific QoS per unit area (per km2). QoS definition should take into account the amount of data or access request generated within a time t_gen that can be sent or received within a given time, t_sendrx, with x% probability.
The target for connection density should be 1 000 000 device/km2 in urban environment.
3GPP should develop standards with means of high connection efficiency (measured as supported number of devices per TRP per unit frequency resource) to achieve the desired connection density.

From the description above, the target of connection density for New Radio (NR) Access Technology is required to be 1 000 000 device/km2 in urban environment, and high connection efficiency measured as supported number of devices per TRP per unit frequency resource to achieve the desired connection density is required to be considered in the standards development.

In order to support the requirements of connection density and coverage in mMTC scenario, low carrier frequency could be used. Furthermore, taking into account the low data rate and low cost requirements of mMTC devices, narrow band needs to be considered, which is similar as NB-IoT.

Currently NB-IoT standardization in RAN1 is almost completed, some research achievements could be referred or the basis for mMTC. For example, 200 kHz narrow band could be the baseline for mMTC evaluation bandwidth. Based on it, we could study multiple access schemes of high connection efficiency to support more devices per TRP per narrow band, which is beneficial to achieve the desired connection density.

Observation 1: Narrow band needs to be considered for mMTC. Based on it, multiple access schemes of high connection efficiency could be studied to support more devices per TRP per narrow band, which is beneficial to achieve the desired connection density.

In order to make the connection density requirement more clearer for evaluation, traffic model should be considered for mMTC. The traffic models and capacity evaluation methodology in NB-IoT could be also referred.

So refer to the traffic models in NB-IoT, connection density evaluation for mMTC could be analyzed and modelled as following:

· Device density per cell site sector
For urban environment, assuming a regular hexagon network deployment with 1732 m inter-site distance, area of cell site sector is 0.866 km2, then we have:

Number of devices per cell site sector = Area of cell site sector * connection density  = 0.866 km2 * 1 000 000 device/km2 = 866 000.

· Traffic models

In NB-IoT, capacity evaluation is done by running system level simulations with Mobile Autonomous Reporting (MAR) periodic traffic model and Network Command traffic model [3]. The split of devices between MAR periodic and Network Command is MAR periodic (80%) and Network Command (20%).
For MAR periodic traffic, application payload size is a Pareto distribution with shape parameter alpha = 2.5, and minimum application payload size = 20 bytes with a cut off of 200 bytes i.e. payloads higher than 200 bytes are assumed to be 200 bytes. Periodic inter-arrival time of the traffic is split to 1 day (40%), 2 hours (40%), 1 hour (15%), and 30 minutes (5%).

For Network command traffic, the distribution of the periodic inter-arrival time is the same as for MAR periodic traffic. And it is assumed that 50% of such Network Commands will require the device to send an application layer UL response whilst the other 50% will not generate a response in system level simulations. The distribution of the application payload size of UL response is the same as that of MAR periodic traffic.

Since MAR periodic traffic accounts for the main part in uplink transmission, we could model the traffic arrival rate based on it as following [4]:

Average arrival rate of traffic per device = 40%/86400 + 40%/7200 + 15%/3600 + 5%/1800 = 129.6*10-6 packet/s/device;

According to the evaluation results in [5], NB-IoT with 200 kHz bandwidth may have the ability to support 200 000 devices per cell site sector, that means NB-IoT could support:

Traffic load per cell site sector = 200 000 device/cell * 129.6*10-6 packet/s/device = 26 packet/s/cell

As for mMTC, 866 000 devices per cell site sector need to be supported, that means mMTC needs to support:

Traffic load per cell site sector = 866 000 device/cell * 129.6*10-6 packet/s/device =  112 packet/s/cell

Here we can see that mMTC needs to support more than 4 times traffic load per cell site sector than NB-IoT with 200 kHz bandwidth, if NB-IoT is used to support such high traffic load, the access and grant overhead would be significant.

· Connection density evaluation

Based on the analysis above, for a given traffic model with average arrival rate per device “Rdevice packet/s/device”, if mMTC could support the traffic load per cell site sector “Rcell packet/s/cell” at for example 10% failure probability, then mMTC could support the number of devices per cell site sector “N devices/cell”: 

N devices/cell  = (Rcell packet/s/cell) / (Rdevice packet/s/device)

Therefore, for connection density evaluation on multiple access for mMTC, we could model the traffic load per cell site sector based on an assumed traffic arrival distribution per device to evaluate the transmission performance of corresponding number of devices per cell site sector within a given time.

· Packet size

As mentioned above, the application payload size of MAR periodic traffic in NB-IoT is distributed in the range of 20~200 bytes, and for physical layer transmission, the additional header overhead, MAC segment and CRC would be considered. The transmission block size for one resource unit in NB-IoT can be 16~208 bits, if we consider the resource unit with 12 tones and 1 ms, the transmission block size would be 120 bits (24-bit CRC is not included) when using code rate 1/2, and QPSK modulation.
Similar as NB-IoT, for mMTC scenario, considering the coverage and low data rate requirements, BPSK and QPSK modulation could be used, low code rate and medium code rate can be considered. And for multiple access evaluation, some unified and simplified assumptions, e.g. small packet size, code rate 1/2 and QPSK modulation, could be considered.
Observation 2: Refer to NB-IoT with 200kHz bandwidth and the traffic models for capacity evaluation, mMTC needs to support more than 4 times traffic load per cell site sector, if NB-IoT is used to support such high traffic load, the access and grant overhead would be significant.

Observation 3: For connection density evaluation on multiple access for mMTC, traffic load per cell site sector based on an assumed traffic arrival distribution per device could be modelled to evaluate the transmission performance of corresponding number of devices per cell site sector within a given time.

Observation 4: For mMTC, BPSK and QPSK modulation could be used, low code rate and medium code rate can be considered. And for multiple access evaluation, some unified and simplified assumptions, e.g. small packet size, code rate 1/2 and QPSK modulation, could be considered.
Another important KPI for mMTC scenario is the transmission latency. Due to infrequent small packets is acknowledged as the main traffic of this scenario, low transmission latency needs to be guaranteed, otherwise system transmission efficiency would be degraded significantly. 
The current NB-IoT system is grant-based, which would lead to relatively high transmission latency and high power consumption, especially when it is used to support massive devices and higher traffic load, thus NB-IoT may be unable to meet the requirements of mMTC.
Therefore, for multiple access study and evaluation for mMTC scenario, transmission latency should be considered, and could be analyzed and/or evaluated.
Observation 5: For mMTC, low transmission latency needs to be guaranteed, current grant-based NB-IoT system may be unable to meet the requirement. 
Observation 6: For multiple access study and evaluation for mMTC, transmission latency should be considered, and could be analyzed and/or evaluated.
3. Other considerations on multiple access evaluation
There are many kinds of multiple access schemes presented in RAN1 #84bis meeting, which may use for different scenarios and to satisfy different requirements, including eMBB, mMTC, URLLC.

As for different scenarios, the key performance requirements are quite different, and the multiple access schemes proposed are quite different too. So, evaluation on multiple access schemes should be carried out for different scenarios separately.

As for various multiple access schemes, which could be categorized to, for example, grant-based schemes, grant-less based schemes and grant-free based schemes. For different categories, the transmitter and receiver would be quite different, evaluation assumptions and methodologies could be considered separately and demonstrated clearly in the contribution. And the differences between different schemes should be considered in the study, evaluation and comparison.
Observation 7: Evaluation on multiple access schemes should be carried out for different scenarios separately.

Observation 8: Differences between grant-based, grant-less based or grant-free based multiple access schemes should be considered in the study, evaluation and comparison.

Link level simulation and system level simulation are both agreed to be used for multiple access evaluation in RAN1 #84bis meeting. Considering the diversity of multiple access schemes, link level simulation should be prioritized to evaluate the characteristics and performances of each multiple access scheme clearly. In addition, link level simulation is the basis of link-to-system mapping, which is important for system level simulation.

Observation 9: Link level simulation should be prioritized for multiple access evaluation.

4. Conclusions

In this contribution, requirement KPIs and system performance targets for multiple access for mMTC scenario are discussed, and some other considerations on multiple access evaluation are also presented. We make the following observations:
Observation 1: Narrow band needs to be considered for mMTC. Based on it, multiple access schemes of high connection efficiency could be studied to support more devices per TRP per narrow band, which is beneficial to achieve the desired connection density.
Observation 2: Refer to NB-IoT with 200kHz bandwidth and the traffic models for capacity evaluation, mMTC needs to support more than 4 times traffic load per cell site sector, if NB-IoT is used to support such high traffic load, the access and grant overhead would be significant.
Observation 3: For connection density evaluation on multiple access for mMTC, traffic load per cell site sector based on an assumed traffic arrival distribution per device could be modelled to evaluate the transmission performance of corresponding number of devices per cell site sector within a given time.

Observation 4: For mMTC, BPSK and QPSK modulation could be used, low code rate and medium code rate can be considered. And for multiple access evaluation, some unified and simplified assumptions, e.g. small packet size, code rate 1/2 and QPSK modulation, could be considered.
Observation 5: For mMTC, low transmission latency needs to be guaranteed, current grant-based NB-IoT system may be unable to meet the requirement. 

Observation 6: For multiple access study and evaluation for mMTC, transmission latency should be considered, and could be analyzed and/or evaluated.
Observation 7: Evaluation on multiple access schemes should be carried out for different scenarios separately.

Observation 8: Differences between grant-based, grant-less based or grant-free based multiple access schemes should be considered in the study, evaluation and comparison.
Observation 9: Link level simulation should be prioritized for multiple access evaluation.
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