Page 1
[bookmark: OLE_LINK6][bookmark: OLE_LINK7]3GPP TSG RAN WG1 Meeting #85                                                               	     R1-164185
Nanjing, China, 23-27 May 2016  
[bookmark: Source]Agenda item:	7.1.5.1
Source: 	Intel Corporation
Title: 	Polar code constructions for evaluations
[bookmark: DocumentFor]Document for:	Discussion

1. Introduction 
In this contribution, we provide polar code constructions for performance evaluation.  
Constructing a polar code is equivalent to selecting a set of bit-channel indices to place the data bits.  The exact computation of bit-channel statistics may be an exponentially difficult problem, but several approximate calculation methods have been developed.  In [1] Monte Carlo based techniques were proposed to estimate bit-channel qualities.  [2] proposed a method to approximate the bit-channels by quantized versions in order to keep the complexity bounded.  Gaussian approximation, familiar from the analysis of LDPC codes, has also been proposed to identify the bit-channel qualities [3].
2. Design features
Our code constructions are given in the attached text file (intelPC1.txt). They are for codeword lengths {64, 128, 256, 512, 1024, 2048, 4096, 8192}.Performance results are in companion contribution [8]. 
The codes were designed based on the quantization technique given in [4], but with slightly modified choice of quantization bins. Some features of the codes constructed are as follows: 
· Nested structure:  A single permutation vector of length  is used to represent all codes of codeword length  and information block length-K (K <N).  The permutations were designed considering the performance at arbitrary code rates (e.g. fixed N and variable K). 
· CRC-less design: The proposed code family does not require CRC to improve error performance, especially for the native codeword length (2n). As shown in companion contribution [5], the performance with CRC-less list decoding is often competitive with known constructions, e.g. [2], with List+CRC decoding.  Nevertheless, CRC can still be used in decoding if so desired, in which case the information block size will be K-24, if number of CRC bits is 24. 
· Flexible Codeword Size: Very fine code rate support for a given codeword length is a key property of polar codes. However, these codes’ native codeword lengths are limited to 2n. As discussed in companion contribution [5], shortening can provide flexibility in codeword length (i.e. to support N that is not a power of 2). 
3. Polar code constructions
Each construction is represented by a permutation vector of length equal to the codeword length .  The polar code of all rates at codeword length  can be obtained from PN.  A polar code of rate  is generated from  by placing the  data bits in to the positions indicated by the first  entries of  and setting the remaining positions to 0 (frozen bits)
Example 1: See Figure 1.  Suppose that for length-8 codes, .  
· If the desired code rate is 3/8, then the data bits  are placed in the and  bit positions, and the remaining 5 positions are frozen (i.e. to binary 0).  That is,  and   Then  is computed from these and transmitted.
· If the desired code rate is 4/8, then data bits  are placed in the  and  bit positions, and the remaining 4 positions are frozen. That is,  and   Then  is computed from these and transmitted.
· (shortening) If the desired code rate is 5/6 at (codeword length=6), then the last two bits are set to zero, , and the 5 data bits are placed in the first five remaining positions of , i.e.,  and  (frozen).


















Figure 1. An (8,K) Polar code. LHS is input bits (K  bits carry data, 8-K are frozen,), and RHS is codeword. 
4. Conclusion
[bookmark: _GoBack]We present polar code designs for performance evaluations in this document. Some main features of the designs include a nested structure for support different input block size with a single construction, facilitates CRC-less List decoding (or CRC-based List decoding), and flexibility in codeword size that may not be natively supported by polar constructions. 
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