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Introduction
According to TR38.913 [1], several channel coding/modulation related KPIs for new radio access technology (NR) have been proposed including the target peak data rate of 20Gbps for downlink and 10Gbps for uplink, and the target peak spectral efficiency of 30bps/Hz for downlink and 15bps/Hz for uplink. To address these requirements which might be mainly targeting the eMBB scenarios, as well as other verticals’ necessities (e.g., MMTC and URLLC scenarios), different alternatives for the channel coding scheme can be considered. 
RAN1 identified candidate channel coding schemes in RAN1#84bis meeting, e.g. turbo codes (TC), LDPC codes, and polar codes were identified especially for EMBB scenarios.
In this contribution, complexity of the LDPC decoder, TC decoder, and Polar decoder are compared in terms of operations count. 
The analysis shows that LDPC decoder requires significantly less operations compared to the LTE turbo code, to achieve the same performance. Although further comparisons that include all the hardware cost (e.g., control logic, memory) are necessary, the analysis show that new codes (e.g. LDPC/polar) can form a low-complexity high-performance channel coding scheme that can be considered for NR. 

Decoder Description
LDPC Decoder
The structured LDPC codes proposed in a companion document [4] are used as an example to compare the decoder complexity with the 3GPP TC. Denote the number of rows and columns in the base matrix of the LDPC code by mb. and nb respectively.  The code rates used, R = K/N = (nb - mb)/nb, are R{1/2, 2/3, 3/4, 5/6, 8/9} with codeword size N = nbz  and K = (nb-mb)z, where z  is the shift size for the LDPC code. Average column and row weight are denoted by dv and dc, respectively. 

LDPC codes are decoded using message passing algorithms such as belief propagation (BP) including layered BP which can converge faster (in number of iterations) relative to standard BP. The decoder operations can be broadly classified into local operations at the nodes (called “node processing”) and the global operations (called “scheduling” or message routing). These two aspects are discussed below.

“Node processing” consists of variable node update (VNU) and check node update (CNU). In the VNU, incoming messages from the check nodes are processed at each VN, and the outgoing “extrinsic” messages are generated and passed to the check nodes. Similarly, in the CNU, incoming messages from the variable nodes are processed at each CN, and the outgoing “extrinsic” messages are generated and fed back to the variable nodes. Thus the messages are passed between the variable nodes and check nodes iteratively.
The ideal check node kernel may be implemented via table-lookup or similar methods, and this is referred to as “exact” in the analysis. In practical implementations, simplified check node kernel based on min-approximation is used to reduce complexity. This is referred to as “min-sum” in the analysis. Min-Sum algorithm can be improved by an appropriate scaling factor or offset value (similar to extrinsic scaling in turbo decoding).

For “scheduling”, layered BP is used typically, where the check nodes are updated block by block and each block uses the latest messages available. The messages generated in a sub-iteration of a current iteration are immediately used in subsequent sub-iterations within the same iteration. This leads to a faster flow of information and helps improve decoding speeds. For example, a sub-iteration processes one block row, thus one iteration is composed of nb sub-iterations. During one sub-iteration, z check nodes can be updated, and a variable node is updated at most once in each sub-iteration [3].
Table 1 shows three check-node kernel implementations (optimal and sub-optimal) used with the LBP algorithm. 
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	Schedule + Kernel
	Consideration

	LBP + ideal kernel
	LBP with  LUT-based kernel (ideal kernel or optimal performance)

	LBP + Min-Sum + Offset
	Min approximation with an offset/scaling, close to the ideal kernel (sub-optimal performance)



In the companion document [4], exact kernel is used for the purpose of performance characterization of LDPC to avoid interdependency between code and selected scaling/offset value. However, for complexity comparisons, both ideal and suboptimal kernels are considered.
TC Decoder
For the turbo code, improved Max-Log-MAP based on Max-Log-MAP + extrinsic scaling is used for comparison. Complexity of TC decoder has been discussed in past RAN1 contributions ([2]) and other forums ([3]) and those calculations are used here. 
Polar Decoder
Polar codes’ native decoder is a successive cancellation (SC). Due to the nested structure of polar codes, SC decoding of a codeword length N polar code can be implemented recursively as the SC decoding of two length N/2 performed back to back, where the first decoder passes its decisions to the second. Multi-Gbps implementations of polar SC decoder have been proposed, see for example [7] and references therein.  However, the performance of SC decoding for typical codeword lengths in wireless is mediocre.  This is fixed using list decoding, which makes successive decisions on which decoding paths to maintain, and limits the number of decoding paths to be tracked to some number L (list size).  Both SC decoding and list decoding are message passing algorithms that require familiar variable and check node operations (as in LDPC), and can take advantage of min-sum approximation for reduced complexity. 
Complexity
In this section, the operations count of the optimal and sub-optimal decoding algorithm for LDPC, Polar, and Turbo codes are compared as a measure of the computational complexity. 
LDPC Code
The computational complexity of the optimal (exact kernel) and sub-optimal (Offset min-Sum) LBP decoder is shown below using the complexity analysis in [2,3]. For comparison, the degree distributions for different rates is based on the parity-check matrices in companion contribution [4]. The ratio of calculation costs is as follows: Addition (A) : Comparison (C) : LUT = 1 : 1 : 6.

The complexity can then be calculated using the corresponding degree distributions:  
· dc= 7.1667, dv= 3. 5833 (R=1/2), 
· dc= 11, dv= 3. 6667 (R=2/3), 
· dc= 14.1667, dv= 3. 5417 (R=3/4), 
· dc= 19.75, dv= 3. 2917 (R=5/6), 
· dc= 30, dv= 3. 3333 (R=8/9). 
Table 2. Decoder Operations Count per iteration for LDPC codes. K is info block length
	LDPC codes
	Optimal decoding
	Sub-optimal decoding

	Schedule + Kernel
	LBP+ideal kernel
	LBP+Min-Sum+Offset

	Costs
	A:Addition(1)
	2dvN + (2 dc -1)(N-K)
	2dvN + 2(N-K)

	
	C:Comparison(1)
	
	(2dc -3)(N-K) + 2(N-K)

	
	LUT(6)
	2dc (N-K)
	

	Total cost
(R=1/2)
	113.67K
	29.67K

	Total cost
(R=2/3)
	87.5K
	22.5K

	Total cost
(R=3/4)
	75.22K
	19.22K

	Total cost
(R=5/6)
	63K
	16K

	Total cost
(R=8/9)
	59.88K
	15.13K



Turbo Code
In this section, the operations count of the optimal and sub-optimal decoder for Turbo codes is presented, exploiting the results from [2,3]. Log-MAP decoder is defined as optimal decoder, and Max-Log-Map + extrinsic scaling is defined as sub-optimal decoder. 

Table 3. Decoder Operations Count per iteration for Turbo codes

	Turbo codes
	Optimal decoding
	Sub-optimal decoding

	Total cost  (R=1/2, 2/3, 3/4, 5/6, 8/9)
	587K
	171K



Polar Code
Due to the similarity of the encoder/decoder structures of polar codes, we first consider the encoding complexity.  A polar encoder operates by passing the bit values through an encoding circuit like the one shown in Figure 2.  For a codeword length , there are bitwise operation nodes, half of which are XORs, and the other half are pass-through nodes that require no operation (or copy), and thus the encoding complexity is  bitwise XOR operations.

Operation	Count
XOR		

Polar codes can also be encoded systematically [5].  Systematic encoding can be performed by using a standard non-systematic encoder twice [6], and thus systematic encoding complexity is , XOR operations.

For decoding complexity, note that the structure of the SC (successive cancellation) decoder circuit is identical to that of the encoder.  To estimate complexity, it is convenient to consider the edges of the decoder rather than the nodes.  Each edge holds an LLR value and a bit value.  Each edge is visited exactly twice throughout decoding (albeit in a carefully chosen schedule), where the LLR value is updated in the first visit, and bit value is updated in the second visit.  Therefore the decoding complexity is .  In particular the XOR nodes in the decoder are treated as check nodes in LLR processing, and pass-through nodes are treated as variable nodes. Similar to LDPC, check node update can be based on lookup table or min operation.

Operation			Ops count for SC decoding
XOR				
LLR "check" or min (check node)	
LLR Sum	(var node)	



Figure 2. A (8,4) polar encoder.


The operation counts in polar encoding and decoding are typically independent of the rate.  However, complexity can be reduced if code rate is taken into account, e.g. if some edge visits can be skipped.  In general, decoding complexity reduction will be more significant at high and low code rates compared with moderate rates [7]. 

For list decoding, decoding complexity scales linearly with list size, with respect to the SC decoder.  In addition, for each decoding step,  paths need to be sorted (i.e. list pruning), which requires  comparisons and thus the total number of comparisons is .  

The operations count for polar code are given in Table 4. We also give the min-Sum example as it is also used in practical polar decoders (offset/scaling may not be essential, but is included only for completeness). 

Table 4. Decoder Operations Count for Polar codes.
	Polar codes
	Optimal list-L decoding
(L=32)
	Sub-optimal decoding
(L=32)

	Check node Kernel
	Ideal kernel
	Min-Sum+Offset

	Costs
	A:Addition(1)
	
	

	
	C:Comparison(1)
	
	

	
	LUT(6)
	
	

	Total cost
(R=1/2)
	
	

	Total cost
(R=2/3)
	
	

	Total cost
(R=3/4)
	
	

	Total cost
(R=5/6)
	
	

	Total cost
(R=8/9)
	
	




Comparison results
For comparison of different coding schemes, we use the following assumptions (for comparable performance): 
· 8 iterations for turbo 
· 20 LBP iterations for LDPC
· List size of 32 for polar code

The operations count of LDPC and turbo decoding algorithms are listed in Table 4 and Table 5 for the optimal and sub-optimal algorithms using the parameters listed above. 
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	LDPC
	Polar
	TC
	Complexity of LDPC / Complexity of TC
	Complexity of Polar / Complexity of TC

	Algorithm
	LBP
ideal kernel
	Optimal list-L
(L=32)
	Log MAP
	
	K=128 /K=6144

	Iterations
	20
	
	8
	
	

	Total cost
(R=1/2)
	2273.4K 

	3470K-5972K
	4696K

	48%
	74%-127%

	Total cost
(R=2/3)
	1750K 

	1246K-2184K
	4696K

	37%
	27%-47%

	Total cost
(R=3/4)
	1504.4K

	1101K-1939K
	4696K

	32%
	23%-41%

	Total cost
(R=5/6)
	1260K

	749K-1274K
	4696K

	27%
	16%-27%

	Total cost
(R=8/9)
	1197.6K

	906K-1610K
	4696K

	26%
		19%-34%
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	LDPC
	Polar
	TC
	Complexity of LDPC / Complexity of TC
	Complexity of Polar / Complexity of TC

	Algorithm
	LBP 
Min-Sum+Offset
	Sub-optimal list-L
(L=32)
	Max Log Map
+extrinsic scaling

	
	

	Iterations
	20
	
	8
	
	

	Total cost
(R=1/2)
	593.4K 

	   672K-1029K
	1368K

	43%
	49%-75%

	Total cost
(R=2/3)
	450K 

	   484K-752K
	1368K

	33%
	35%-54%

	Total cost
(R=3/4)
	384.4K

	   425K-665K
	1368K

	28%
	31%-49%

	Total cost
(R=5/6)
	1320K

	   372K-584K
	1368K

	23%
	27%-43%

	Total cost
(R=8/9)
	302.6K

	   348K-549K
	1368K

	22%
	25%-40%



We draw the following observations based on the analysis in this document. 

Observation 1: For suboptimal decoder, LDPC (minSum + Offset) requires 43%-22% as many operations as a corresponding turbo decoder (max-log-MAP+ extrinsic scaling) for similar performance. 

Observation 2: For suboptimal decoder, at smaller block size (e.g. 128), polar (minSum + Offset) requires 49%-22% as many operations as a corresponding turbo decoder (max-log-MAP+ extrinsic scaling) for similar performance.

Observation 3: For suboptimal decoder, at larger block size (e.g. 6144), polar (minSum + Offset) requires 75%-40% as many operations as a corresponding turbo decoder (max-log-MAP+ extrinsic scaling) for similar performance.

Conclusions
This document provides a complexity comparison (in terms of operations count) of LDPC and Polar codes with the existing 3GPP turbo code and draws the following observations. 

Observation 1: For suboptimal decoder, LDPC (minSum + Offset) requires 43%-22% as many operations as a corresponding turbo decoder (max-log-MAP+ extrinsic scaling) for similar performance. 

Observation 2: For suboptimal decoder, at smaller block size (e.g. 128), polar (minSum + Offset) requires 49%-22% as many operations as a corresponding turbo decoder (max-log-MAP+ extrinsic scaling) for similar performance.

Observation 3: For suboptimal decoder, at larger block size (e.g. 6144), polar (minSum + Offset) requires 75%-40% as many operations as a corresponding turbo decoder (max-log-MAP+ extrinsic scaling) for similar performance.

Based on this, we conclude that new coding schemes for NR (LDPC/polar) can provide complexity reduction compared to turbo code. Further investigate other aspects of channel coding schemes such as support of higher throughputs and low latency. 
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