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Introduction
In the RAN1 #84bis meeting, several channel coding schemes were proposed for NR system and those can be classified as: LDPC code, polar code, convolutional code (LTE and/or enhanced convolutional codding) and turbo code (LTE and/or enhanced turbo coding). 
This contribution briefly introduces how to calculate the decoding latency and throughput for turbo and LDPC decoders and discuss the decoder configurations (clock frequency, iteration, etc.) to support eMBB scenarios.
Latency and throughput for turbo decoder  
In this section, we introduce a formula to calculate decoding latency and throughput for turbo code [1], [2], [3], [4]. Notation for our calculation is given below.
f: operating frequency
I: iteration number
K: number of information bits
W: sliding window size
A: acquisition length
r: radix realization of the recursion units
P: number of APP decoders

Since there are P APP (a posteriori probability) decoders in one turbo decoder, one APP decoder should process K/P bits. If we adopt radix-2 and radix-4 decoding algorithms, 1-bit and 2-bit can be processed in one clock cycle, respectively. Therefore, K/P and K/2P clock cycles are required for each half-iteration, respectively. 
When employing a non-sliding window (NSW) decoding, the decoding latency can be defined as follows [2]: 
NSW Decoding Latency ∼ 2∙I∙(K / P) / log2(r)  [clock cycles]
In the case of sliding window (SW) decoding with acquisition window, additional W/log2(r) and A/log2(r) clock cycles should be considered as follows: 
SW Decoding Latency ∼ 2∙I∙(K / P + W + A) / log2(r)  [clock cycles]
Finally, since the throughput can be defined by f∙K /Latency, we can derive formulae for the decoder throughput: 
i) Throughput for NSW decoding: 

ii) Throughput for SW decoding: 

Since the latency for NSW decoding is always less than that for SW decoding, NSW decoding is commonly preferred to SW decoding to support high decoder throughput. Nevertheless, turbo decoder with NSW decoding is still inefficient to support 20 Gbps for eMBB service. For example, consider some possible and reasonable implementation parameters as follows: f = 600 MHz, I = 6, K = 6144, r = 2, P = 64. Then, NSW decoding latency becomes 1152 clock cycles (or 1.92 usec) and the decoder throughput is 3.2 Gbps. Therefore, a large area should be required in hardware since we need at least 7 distinct turbo decoders to support 20 Gbps. Note that if we adopt higher clock frequency to improve area efficiency, the power consumption for turbo decoders could be seriously increased. In addition, if we have much more APP decoders, the coding performance could be getting worse drastically. For example, Figure 1 shows an evaluation result of LTE turbo code for modulation order and code rates corresponding to CQI (channel quality indicator) 15 in LTE standards. The coding performance of LTE turbo code is getting worse as the number of APP decoders (P) increases.
Consequently, one can observe easily that there is a trade-off among decoder throughput, power consumption, and coding performance. Therefore, a proponent of turbo codes for NR channel coding, especially eMBB service, should provide detailed information about decoding parameters to figure out their potential supportable throughput and/or the feasibility of HW implementation. 

Observation 1: For turbo decoder, there is a trade-off among decoder throughput, power consumption, and coding performance.
Proposal 1: A proponent of turbo codes should provide detailed information about decoder parameters to figure out their potential supportable throughput and/or the feasibility of HW implementation.
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Figure 1. Performance of LTE turbo codes according to No. of APP decoders (P)  
Latency and throughput for LDPC decoder  
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Common LDPC decoder architectures belong to one of three classes: full-parallel, row-parallel and block-parallel [5]. The row-parallel architecture [6], [7], [8], [9] provides a high throughput of up to tens of Gbps, while its routing complexity can still be kept low, permitting a high energy and area efficiency. To meet the requirement of 20 Gbps for eMBB service, we can choose the row-parallel decoder architecture. 
The throughput of a row-parallel architecture is determined by the number of block rows M and the number of pipeline stages, . The number of clock cycles per decoding iteration is . Suppose the number of decoding iteration is I, then the decoding throughput is given by [6]

where f is the operating clock frequency and K is the number of information bits of the LDPC code.
To enhance the throughput, we reduce the number of effective row blocks to process using row-merging and apply dual frame processing to improve efficiency [6], [10]. When the number of effective row blocks is L (= the number of layers in layered decoding), the throughput can be obtained as follows [6], [10]:

· Ex1) Consider the following implementation parameters: f = 600 MHz, I = 15, K = 8000. 
Then, the LDPC code with code rate 1/3 and 16-layer which is proposed in [11] can support decoder throughput 20 Gbps. 
· Ex2) Consider the following implementation parameters: f = 150 MHz, I = 15, K = 8000. 
Then, the LDPC code with code rate 8/9 and 4-layer which is proposed in [11] can support decoder throughput 20 Gbps.

Observation 2: Configurations of LDPC decoder for 20 Gbps support can be changed according to code-rate. For high code rate, LDPC decoder can easily support 20 Gbps throughput with low clock frequency. 
Proposal 2: A proponent of LDPC codes should provide detailed information about decoding parameters to figure out their potential supportable throughput and/or the feasibility of HW implementation
Conclusions 
Peak data rate 20 Gbps is a tight requirement to support eMBB services. To clarify the feasibility of hardware implementation, we propose that the proponent for each channel coding scheme provides detailed information for supporting 20 Gbps throughput. 

Observation 1: For turbo decoder, there is a trade-off among decoder throughput, power consumption, and coding performance.
Observation 2: Configurations of LDPC decoder for 20 Gbps support can be changed according to code-rate. For high code rate, LDPC decoder can easily support 20 Gbps throughput with low clock frequency. 
Proposal 1: A proponent of turbo codes should provide detailed information about decoder parameters to figure out their potential supportable throughput and/or the feasibility of HW implementation.
Proposal 2: A proponent of LDPC codes should provide detailed information about decoder parameters to figure out their potential supportable throughput and/or the feasibility of HW implementation
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