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1. Introduction
Based on the outcome of RAN#67 captured in the SI description in RP-150465, the following items have been identified specifically for RAN1 studies on TTI shortening and reduced processing times:
· Assess specification impact and study feasibility and performance of TTI lengths between 0.5ms and one OFDM symbol, taking into account impact on reference signals and physical layer control signaling 
· Backwards compatibility shall be preserved (thus allowing normal operation of pre-Rel 13 UEs on the same carrier);
In RAN1#83, the simulation assumptions for system-level and link-level evaluations have been agreed [1], and in RAN1 #84 two ways of control overhead modelling were endorsed. According to agreement, the amount of control overhead can be modelled: 1) adaptively per sTTI and 2) non-adaptively with scheduling restrictions. 
In this contribution, we present the system-level evaluation results of TTI shortening based on the RAN1 agreed simulation assumptions and we select the second modelling option, where amount of control overhead is fixed across simulation and scheduling restriction are enforced. 
2. System-level evaluation setup
The system simulations in this contribution are performed with simulation assumptions listed in Appendix A Table A-1 and are compliant to [1]. We assume that the FTP 3 traffic is transported using TCP and denote the file as a packet in the text. Please refer to [2] for more details. 
In our previous contribution [3] control region size was roughly estimated by defining overhead percentage per TTI length. In this contribution, we vary the control overhead by reserving fixed number of CCEs within each sTTI, excluding the first ones in each subframe, and we perform scheduling restrictions. When a UE’s DCI do not fit anymore into the reserved control region, it is not scheduled. Herein, we assume that a UE requires on average 2CCEs to transmit its DCI, similarly as in [4]. And we assume that only half of the CCEs are available for the downlink assignments. The other CCEs are reserved for UL grants and modelling of control efficiency. How efficiently the DCIs can be packed into the s(E)PDCCH is dependent on final control design, and is unknown at this point. Taken the slot-level/7-symbol and 2-symbol sTTI as an example, Table B-1 in Appendix-B shows the percentage of L1 overhead according to different CCE numbers. 
In addition to impact of control overhead on user perceived throughput (UPT), we study as well the impact of scheduling restrictions on performance of sTTI. In other words, we want to estimate how many FDMed sTTI UEs the future control design should support. We provide CDFs of scheduled number of UEs with different sTTI length.
Finally, we study the impact of core network delay on UPT. Core network delay was considered for example in the simulation assumptions of [5], where it was observed that higher delay can lead into less attractive results for sTTI with high packet throughput gain while 0 ms delay brings full gain. In order to assess the impact of core delay on the UPT, we simulate herein three different core network delays {0, 6, 10} ms. 
As already stated in our previous RAN1 #84 contribution [3], since a very large specification impact to both DL and UL is expected in order to support the 1-symbol sTTI option, we are not in favor of considering the sTTI length of 1-symbol and focus the performance evaluation on the cases of 2- and 7- OFDM symbol TTIs in this contribution.
3. System-level simulation results:
We benchmark different schemes with respect to following performance metric: 
· User Perceived Throughput (UPT), corresponding to the averaged throughput of one packet. 
where the performance is benchmarked with respect to:
· Scheduling restrictions and L1 overhead (section 3.1). 
· Core network delay (section 3.2). 
Since packet transmission delay, corresponding to the time needed to download one file, is directly related to the UPT, we will considered only UPT in this contribution. Link between UPT and packet was addressed in our RAN1 #84 contribution [3]. 
3.1.	Impact of scheduling restrictions and L1 overhead
Figure 1 shows the 5%-tile and mean (average) packet throughputs at 3kmph, along with different packet arrival rate of 0.25, 0.5 and 0.75 per second in x-axis. Mapping relationship between number of CCEs and actual overhead for different TTI length is given in Table 1 and the calculation method is given in Appendix B Table B-1.
[bookmark: _Ref447030765]Table 1 Overhead estimation
	
	14 symbol.
	7 symbol
	2 symbol

	CCEs = 4
	21.4%
	23.1%
	31.7%

	CCEs = 8
	21.4%
	24.9%
	42%

	CCEs = 16
	21.4%
	28.3%
	62.6%



We firstly focus on the comparisons and observations of impact on packet throughput given the different percentage of L1 overhead (number of CCEs).
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5%-tile coverage throughput with 4 CCEs
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5%-tile coverage throughput with 8 CCEs
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5%-tile coverage throughput with 16 CCEs
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[bookmark: _Ref447027888]Figure 1 Packet throughput at 3kmph with 4, 8 and 16 CCEs as scheduling limitation
As shown in Figure 1, the general curve trend is that for the 5%-tile coverage and cell average UE throughput, the sTTI gain is mostly observed at the low load () and with small overhead (e.g. CCEs =4). With the increasing cell load, the gain of sTTI over the legacy TTI is reducing. At medium-to-high load () the throughput performance of sTTI is actually quite close to that of the baseline of legacy TTI. 
With the increasing overhead (e.g., from CCE = 4 to CCE = 8), the packet throughput is jeopardized as expected. The impact is visible for both legacy and sTTI. However, compared to 7-symbol sTTI, more impact can be observed for the shorter TTI case (i.e. 2 symbol sTTI). When the overhead is increased further (e.g., from CCE = 8 to CCE = 16), the sTTI gain at the low load is dropping rapidly and performance of 2-symbol sTTI is even lower than the legacy one at low traffic load (e.g.,) for both cell edge and cell average UEs. Therefore, overhead has significant impact on the sTTI throughput gain, and reduced control in size is clearly required. In other words, packet throughput gain from sTTI should have reasonable overhead assumption (e.g., less than 8 CCEs for 2-symbol sTTI and less than 16 CCEs for slot-level sTTI for cell edge UEs).
Observation-1: Shorter TTI can provide throughput gain in low to moderate network load with the assumption of reasonable overhead.
Furthermore, along with the decreasing number of maximal scheduled UEs, the UPT decreases. Especially, when only one user is scheduled (e.g., the curves for slot level sTTI in Figure 1), throughput is significantly impacted and such trend is inversely proportional to the packet arrival rate, because frequency multiplexing gain increases with traffic load.  
Observation-2: Limiting the number of scheduled sTTI UEs may result in reduced performance.
[bookmark: _GoBack]To compare the performance of 2-symbol and 7-symbol TTI with roughly the same overhead, we need to perform different scheduling restrictions. Corresponding parameters on control overhead and restrictions are given in Table-2. As mentioned in section 2, to schedule a single DL UE we may need double amount of CCEs, because we consider as well UL grants and efficiency of DCI packing into DL control region. For 2-symbol sTTI, at least 4 CCEs (31.7%) are needed to schedule a single UE, while similar overhead percentage is assumed in terms of number of CCEs for the case of slot level (16 CCE with 28.3%) and legacy one (2 OFDM symbol PDCCH region with 21.4%), with corresponding maximum number of scheduled UEs 4 and 10, as shown in Table 2. 
[bookmark: _Ref447030775]Table 2 Max. Num. of sched. UEs & approximate overhead assumptions
	
	Estimated Overhead
	Max. scheduled UEs

	TTI length = 14 symb.
	21.4%
	10

	TTI length = 7 symb.
	28.3% (16 CCEs)
	4

	TTI length = 2 symb.
	31.7% (4 CCEs)
	1


 
The performance of similar overhead configuration for different TTI length according to packet arrival rate is given in Figure 2. Cell edge UE using slot-level sTTI has similar performance as UE using legacy TTI, while 2-symbol sTTI UE’s performance is inferior. When RU is changing from low to moderate, i.e. packet arrival rates to , the packet throughput of cell-center 2-symbol sTTI UE drops fast and gradually below that of legacy one. This is due to scheduling restriction of a single UE. In general, as is shown from mean packet throughput in Figure 2, slot-level sTTI has stable performance and throughput gain is slowly diminishing with the increasing traffic load . 
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Mean with Core network delay = 2 ms


[bookmark: _Ref447027891]Figure 2 Impact of scheduling restrictions with fixed & non-adaptive overhead model
Observation-3: When comparing the performance of 2-symbol and 7-symbol TTI with roughly the same overhead and corresponding scheduling restrictions we observe that: 
· The user throughput gains with 2-symbol TTI diminish and can become negative with the increased packet arrival rate/traffic load. The 2-symbol TTI is suitable only for low traffic loads and cell center UEs. 
· The slot-level/7-symbol sTTI has the reasonable performance gain over the legacy TTI case in all the simulated cell loads with limited overhead assumptions. 
With non-adaptive fixed overhead configuration, control region size is fixed to certain number of CCEs beforehand. This results in scheduling restrictions. In the following, we study how the total control overhead and resource utilization impact the actual number of scheduled UEs. As discussed before, by increasing the maximum number of scheduled UEs in one sTTI, frequency selectivity gain is observed. 
Figure 3 shows CDF of number of scheduled UEs in one sTTI at 3kmph, along with 2ms core network delay at different packet arrival rates of 0.25 and 0.75 per second, and different control region size/overhead in number of CCEs. 
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[bookmark: _Ref447029274]Figure 3 Number of scheduling UEs in fixed & Non-adaptive overhead model
When traffic load is low (e.g.,), we observe at most two sTTI UEs being scheduled with 4 CCEs control region.  However, with half of CCEs reserved for UL grant, it is reasonable to assume that only 1 UE could be scheduled in practice. When traffic load is high (e.g.,), PF scheduler scheduled as much as 5 users in one sTTI. And here clearly, 4CCE would not be sufficient to schedule 5 users. In addition, shorter TTI scheduler schedules more UEs than the scheduler of longer TTI, which is a consequence of increased total control overhead with 4 CCEs per sTTI when sTTI is getting shorter. As already observed in Figure 1, 2-symbol sTTI should not have more than 8 CCEs (42% total overhead) for obtaining average throughput gain and cell-edge gain. 
The CDF of actual scheduled number of UEs in 2-symbol sTTI with 8 CCEs at different traffic loads is also shown in Figure 3. It can be observed that the maximum number of scheduled UEs is 3 at low traffic load (e.g.,), and this number increases to around 6 when traffic load reaches 0.75. Similar trend can be observed for slot-level sTTI. 
Observation-4: With the increased traffic load, the number of scheduled UEs per shorter TTI is increased in all simulated cell loads and configurations. Similarly, the increased overhead increases the number of scheduled users.  
Summary
We observed that DL control overhead has negative impact on UPT. On the other side, we observed that overhead reduction by shrinking the size of the DL control channel as well negatively impacts the UPT.  Especially, when the DL control overhead is reduced to support only a single scheduled UE in sTTI, the performance is strongly deteriorated. Therefore, the sTTI DL control design should support scheduling of more than one sTTI UE in a single sTTI. 
Proposal-1: The sTTI DL control design should support scheduling of more than one sTTI UE in a single sTTI.
Furthermore, we observed that the optimal (in the sense of PF metric) number of scheduled UEs varies over the time, as well as function of DL control overhead and resource utilization. Therefore, in order to keep the overhead as small as possible, the sTTI DL control channel design should support the possibility to dynamically vary the size of DL control region within each subframe based on eNB scheduling decisions.
Proposal-2: The DL control channel design should support variable size of control region within each subframe to limit the impact of control overhead on UPT.   

3.2. The impact of core network delay
We evaluate the impact on the packet throughput due to core network delay according to parameters listed in Appendix B TableB-1 for illustration purpose, and its performance with similar observation as that in [5] is shown in Appendix C FigureC-1. Along with the increased traffic load, packet throughput decreases accordingly and for most of the cases, with the increase of core network delay, packet throughput decreases accordingly as well. 

4. Summary
In this contribution we presented the system-level evaluation of the TTI shortening according to agreed RAN1 simulation assumptions, and we have following observations and proposals:
Observation-1: Shorter TTI can provide throughput gain in low to moderate network load with the assumption of reasonable overhead.
Observation-2: Limiting the number of scheduled sTTI UEs may result in reduced performance.
Observation-3: When comparing the performance of 2-symbol and 7-symbol TTI with roughly the same overhead and corresponding scheduling restrictions we observe that: 
· The user throughput gains with 2-symbol TTI diminish and can become negative with the increased packet arrival rate/traffic load. The 2-symbol TTI is suitable only for low traffic loads and cell center UEs. 
· The slot-level/7-symbol sTTI has the reasonable performance gain over the legacy TTI case in all the simulated cell loads with limited overhead assumptions. 
Observation-4: With the increased traffic load, the number of scheduled UEs per shorter TTI is increased in all simulated cell loads and configurations. Similarly, the increased overhead increases the number of scheduled users.  
Proposal-1: The sTTI DL control design should support scheduling of more than one sTTI UE in a single sTTI.
Proposal-2: The DL control channel design should support variable size of control region within each subframe to limit the impact of control overhead on UPT.   
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Appendix A: Simulation parameters
[bookmark: _Ref447021782]Table A-1 Simulation assumptions
	Parameter
	Assumption

	System bandwidth
	20 MHz

	Duplex mode
	FDD

	Carrier frequency
	2GHz

	Cell layout
	Hexagonal grid, 7 sites, 21 cells per site, with wrap-around

	Number of UEs per macro sector
	 10 (80% indoor, 20% outdoor) 

	Inter-site distance
	500m

	UE speed
	3 km/h, quasi-static model

	Antenna configuration
	2x2, cross-polarized

	Receiver DL
	LMMSE-IRC

	eNB TX power
	46 dBm

	eNB antenna height
	25 m

	Antenna pattern
	3D

	UE Tx power
	23 dBm

	UE antenna height
	1.5 m

	Channel model
	3D-UMa

	Pathloss model
	UMa, with 3D distance between eNB and UE

	Shadowing
	UMa, with 3D distance between eNB and UE 

	Penetration loss
	Outdoor UEs: 0 dB, Indoor UEs: 20 dB+0.5din

	CSI feedback period
	5 ms

	Feedback mode
	3-1

	CSI report delay
	6 ms

	Channel and interference estimation
	Ideal

	SR to grant
	8 TTIs

	HARQ RTT
	8 TTIs

	SR Period 
	5 ms

	DRX
	Disabled

	Transport type
	TCP

	TCP ACKs
	Error-free

	Initial TCP Window
	3 x 1500 Bytes (MSS), RFC 5681, section 3.1

	Initial Ssthresh
	45 x 1500 Bytes (MSS)

	Ssthresh
	Dynamic according to RFC 5681, sections 3.1 and 3.2

	FTP file size
	0.5 MB

	User Packet arrival rate λ
	FTP model 3 with packet arrival according to Poisson process:
0.25, 0.5, 0.75

	Scheduler
	TD: PF, FD: PF

	Maximum number of scheduled users per TTI
	1, 2, 4, 6, 10 (max)

	L1 overhead
	CRS with number of CCEs: 21.4% ~ 62.6% (4, 8, 16CCEs) 

	Core network delay
	0, 2, 6 ms

	TTI Length 
	2 symbols, 7 symbols, 14 symbols

	MCS
	QPSK, 16 QAM, 64 QAM

	Network synchronization
	Synchronous





Appendix B: L1 overhead considerations
[bookmark: _Ref447021884]Table B-1 Overhead estimation method
	Assumption
	50 PRBs = 8400REs, 2 symbol PDCCH = 1200 REs, 2 TX CRS = 600 REs

	Total Overhead
	(PDCCH+CRS)/Total PRBs
	(PDCCH+CRS +1*short EPDCCH)/Total PRBs
	(PDCCH+CRS +6*short EPDCCH)/Total PRBs
	Number of available CCEs for DL

	x CCEs per sTTI length
	14
	7
	2
	

	4
	21.4 %
	23.1 %
	31.7 %
	2

	8
	21.4 %
	24.9 %
	42.0 %
	4

	16
	21.4 %
	28.3 %
	62.6 %
	8




Appendix C: Impact of core network delay

Figure C-1 illustrates an exemplary impact due to core network delay according to parameters given in Table 2, with similar observation as that in [5]. For cell center UEs, when traffic load is low (e.g.,), 2-symbol TTI performs better than both slot level sTTI and legacy TTI case. When traffic load is moderate (e.g., ), performance of 2 symbol sTTI is lower than both legacy and slot level sTTI which is unacceptable. When traffic load is moderate-to-high (e.g.,), sTTI configurations have no obvious throughput benefits over legacy TTI case.
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Cell edge UE with core network delay variation 
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Cell center UE with core network delay variation
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Best UE with core network delay variation
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Average UE with core network delay variation


Figure C-1 Packet throughput according to core network delay
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