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In RAN meeting #71, a study item proposal was agreed on the New Radio Access Technology [1]. Among the objectives of the SI is to allocate high priority on the following areas in the initial work:
·  Fundamental physical layer signal structure for new RAT
· Waveform based on OFDM, with potential support of non-orthogonal waveform and multiple access
· FFS: other waveforms if they demonstrate justifiable gain
· Basic frame structure(s)
· Channel coding scheme(s)
In this contribution, we discuss the design principles related to the channel coding for short block size for a new radio interface addressing the following usage scenarios defined in TR38.913 [2] including:
· Massive Machine-Type-Communications (mMTC)
· Ultra-Reliable and Low Latency Communications (URLLC) 
2	Discussion
2.1 	Short Block Size Coding Schemes
The IMT-2020 is envisaged to support a broad variety of capabilities with diverse usage scenarios and applications over a broad range of spectrum. In the case of URLLC, the goal is to provide a much more robust transmission for a much smaller payload despite all the inherent impairments. Achieving high reliability under tight latency constraints imposes a new challenge on the channel coding design. To address the low latency requirement, designing a low latency channel encoder/decoder is one of the key design considerations. For the mMTC application the following characteristics are desired: lower cost, high energy efficiency (e.g. 10 year battery life), lower overhead, and large coverage. To address the cost aspect, channel encoder/decoders with lower complexity are preferred. To enhance coverage for low data rate mMTC applications, more powerful channel coding schemes are needed to better combat channel fading. 

Theoretical analysis for short code design:
Shannon’s channel capacity theorem has been widely used as the bound in designing channel codes. This theorem is based on the assumption that the block size of channel codes could be infinite. However, for a given short block size, the maximum achievable coding rate may be less than the Shannon channel capacity. More recently, there has been some work devoted to the bounds which are tighter than existing bounds for finite block lengths and lead to better approximations of the maximum achievable rate. For example in [3], the authors have shown analytically that the maximum achievable rate for block length  with error probability can be closely approximated by the following formula:
	
	,
	(1)



where  represents the maximum achievable coding rate,  is the channel capacity,  denotes the channel dispersion and  is the complementary Gaussian cumulative distribution function. It is clear when the block length  tends to infinite, the maximum achievable coding rate is equal to channel capacity. However, this maximum achievable coding rate decreases with the reduced block length . 
For a real AWGN channel [6], we have 
,
,
where  is  for real Gaussian channel. 
Figure 1 illustrates the maximum achievable rate as a function of channel code block length  at several given BLER values. These curves are provided for the real AWGN channel with a SNR operating point of 3 dB. The channel capacity is also plotted in the same figure as the benchmark for comparison. It can be seen from the figure that the maximum achievable coding rate for small block sizes is significantly less than the channel capacity. Therefore, for the new radio interface, in order to improve the assessment of a channel code with respect to Shannon channel capacity for a short block length, the SNR penalty as a function of block length needs to be taken into considerations. 

Proposal 1: The criteria to be used in designing short block size channel codes should follow the block-size dependent theoretical bound, rather than Shannon channel capacity. 
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[bookmark: _Ref446608895]Figure 1 Rate-block length trade-off with different BLER at SNR=3dB


Performance comparisons for a short block size with the existing coding schemes:
In this contribution, we compare the performance of different channel codes using a short block size. Here, we consider Turbo codes and LDPC codes for a block size of 576 bits. This number has been chosen to be the smallest block size of LDPC codes supported in the WiMax standards [7]. In this contribution, we are using the LDPC codes designed for WiMax systems for our evaluations. Turbo codes in the current LTE systems [8] for a block size of 576 bits are also used. The detailed simulation assumptions can be found in Table 1 in Appendix.
Figure 2 shows the resulting BLER from both Turbo codes and LDPC codes with different coding rates. For comparison, we also plot the theoretical bounds from Equation (1) in the figure. By comparing the performance of LDPC codes and Turbo codes with the theoretical bounds, we conclude that both LDPC codes and Turbo codes are not close to the theoretical bounds. Especially at the low coding rate such as ½, there is a significant gap to the theoretical bounds.
Observation 1: There is a significant gap between the theoretical bound and the performance of LDPC codes or Turbo codes using a short block size.
It is seen from the figure that Turbo codes outperform LDPC codes at low coding rate (e.g. ½), while LDPC codes outperform Turbo codes at higher rates (e.g., 2/3 and ¾). It is observed from the simulation results that the higher the coding rate, the better the performance of LDPC codes compared to Turbo codes. It may be because LDPC codes are optimally designed for each coding rate while Turbo codes performance becomes worse due to less robustness at higher coding rates.
Figure 3 shows the resulting BER for Turbo codes and LDPC codes with different coding rates. Similar conclusion can be obtained from this figure. 
Observation 2: For the short block size channel codes considered in this contribution, Turbo codes outperform LDPC codes at a low coding rate but LDPC codes outperform Turbo codes at high coding rates.
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	Figure 2 BLER vs. SNR for different coding rate	
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Figure 3 BER vs SNR for different coding rate
It should be mentioned that even though the LDPC codes we considered outperform Turbo codes at a high coding rate, they are still both significantly less than the theoretical bound. Hence, they may not be suitable for the new radio interface system. Furthermore, unlike Turbo codes’ easy repetition operations allowing flexible block sizes, LDPC codes lack this flexibility. For URLLC which requires BLER of at least 10-5, Turbo codes and other codes used in LTE may not be suitable for the new radio interface system either. Therefore, the design of short block size codes should be carefully examined for the new radio interface system.

Proposal 2: Short block size codes should be carefully examined for mMTC and URLLC for the new radio interface.
2.2 	Complexity of Short Block Size Coding Schemes
The strict low cost requirements for short block size applications such as mMTC impose a new challenge on channel coding design complexity. A complexity analysis for the existing Turbo and LDPC codes can be found in [9]. It shows that complexity should be taken into account for short block size channel coding designs for the new radio interface.
Proposal 3: Complexity should be taken into account for short block size channel coding designs for the new radio interface.
3	Conclusion
In this contribution, we discussed short block size coding schemes for mMTC and URLLC usage cases defined in TR38.913, and compared their performance and complexity. We propose the following:  
Proposal 1: The criteria to be used in designing short block size channel codes should follow the block-size dependent theoretical bound, rather than Shannon channel capacity. 
Proposal 2: Short block size channel codes should be carefully examined for mMTC and URLLC for the new radio interface.
Proposal 3: Complexity should be taken into account for short block size channel coding designs for the new radio interface.
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Appendix: Simulation Assumptions
[bookmark: _Ref447022393]Table 1 Simulation Assumptions for Performance comparisons for a short block size
	
	Turbo (3GPP-LTE)
	LDPC (WiMax)

	Info Block Size (bits)
	288, 384, 432

	Code Rate
	1/2, 2/3,3/4

	Coded Block Size (bits)
	576

	Modulation
	BPSK

	Channel model
	AWGN Channel

	Decoding algorithm
	BCJR
	Sum-product

	Decoding Iterations
	8
	20

	Number Packets
	1000000
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