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1	Introduction
Ultra-reliable and low latency communication is one of the important scenarios of 5G New Radio [1-3]. In particular, URLLC applications have specific features of packet transmission with low latency and extremely low error probability. The maximum tolerable latency of the end-to-end transmission usually depends on the code block length, and this restricts the use of arbitrarily long codes.  In [4], we identified key requirements when selecting the suitable channel coding candidate for URLLC of 5G New Radio, which are

1. Very good error performance with low/medium throughput
2. Low latency encoding/decoding
3. Very low error floor 
In this contribution, we first discuss different latency components associated with the transmission.  Next, we investigate the performance of several coding candidates with latency constraints.
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Most of the capacity approaching channel coding candidates (LDPC, turbo, and polar) suffer performance degradation when the block lengths are smaller. However, latency associated with larger block lengths pushes URLLC to adopt short-to-moderate code lengths. Additionally, the performance of aforementioned codes may further degrade when URLLC considering delay constraint for encoding and decoding.

The delay of a communication system can be categorized into three types,

1. Processing delay: Finite processing speed of all computation devices used in the communication chain. Ex:  iterative decoding in turbo, OFDM transmitter and receiver contain serial-to-parallel and parallel-to-serial converters.

2. Propagation delay: Signal propagation delay and cannot be influenced by a transmission system

3. Structural delay: Delay that occurs due to the fact that encoder and decoder can only perform their operations once a certain number of symbols is available. 
The processing delay of a channel code usually depends on the decoding algorithm. In [5], we discuss implementation efforts of LDPC, turbo, and polar, where turbo coding shows higher latencies compared to other candidates. However, the processing delay associated with LDPC and polar codes are also not at the lower levels when compared to simple coding candidates.  For example, convolutional coding has low latencies when using a smaller decoding window, where the window size depends on the memory elements of the encoder. Importantly, convolutional codes have simple and energy efficient implementations and already adopted in many standards. Next, we focus on the structural latency of aforementioned coding schemes to evaluate their performances under latency constrained scenarios.

Structural delay
 
The structural delay is analytically tractable and depends on the code structure and encoding/decoding algorithms. In [6], exact expressions were derived to determine the structural delay of block and convolutional codes. For block codes, the structural delay depends on the fact if the code is systematic or not and if processing is performed in parallel (in blocks) or serially.
· Structural delay with serial processing and non-systematic encoding: 
· With serial processing and systematic encoding: 
· With block processing: 
Here, the delay is determined by the number of required intervals Tb (information symbols which are accepted at a clock rate of 1/Tb ), R (= k/n) is the code rate, k is the information block length, and n is the encoded block length. Most of the eMBB coding candidates belong to the block coding category. 

For convolutional codes (n, k, v) with Viterbi algorithm, the structural delay is given as , where the structural delay is determined by the decoding depth w which is usually equal to three to five times the code constraint length v. If the number of parallel input bits k > 1, then an additional k-1 time intervals have to be added due to filling of the encoder buffer and emptying the decoder buffer. Further details can be found in [6]. 

With similar analysis, we can find the structural latency for polar coding with successive cancelation decoding as    . 

Performance Results

It is interesting which codes are the best from the point of view of structural latency versus required SNR for the assumed BER value. In [7], the authors compared the structural delay of several types of selected LDPC codes, convolutional codes and turbo codes for short and medium code block lengths. Among LDPC codes the progressive edge growth (PEG) codes which are known to perform well for these lengths and LDPC protograph codes [8], called ARA-LDPC codes were used in the investigation. All LDPC codes were decoded using a regular belief propagation algorithm. Additionally, non-binary LDPC code over GF(256) was used. Convolutional codes using m binary memory elements (m selected based on the delay requirement) with Viterbi algorithm were used in the comparison. We adopted this method, and carried out simulations for coding schemes PEG-LDPC, ARA-LDPC, GF(256)-LDPC, CC, and polar codes with block sizes of 16, 32, 64, 128, 256, and 512.

Figure 1 illustrates the required Eb/N0 and structural latency to achieve BER of 10-5. It is visible that convolutional codes achieve BER target with lowest structural latencies. Here, the best possible convolutional code was used for the given rate and structural delay. The performance of the polar coding is poor due to the fact that the simplest decoding algorithm was implemented.  Some gains can be expected with list-CRC decoding, however, processing latencies of list-CRC might not be suitable for achieving overall low latency. 
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Figure 1: Required SNR and the structural latency to reach BER of 10-5. For coding rate R = 0.5, block processing, and AWGN channel.
Observation 1: Convolutional codes have the best performance when very small structural latency is required. 
Next, Figure 2 shows the required Eb/N0 and frame (or block) length in order to reach FER of 10-3 with rate 0.5 codes over AWGN channel. A block of L information bits, where block and turbo codes L information bits and appropriate parity bits constitute a code word. For convolutional codes, the continuous decoded bit stream is divided into frames of length L and the frame is meant as erroneous if at least one bit is decoded in error.  The observations are quite similar to the previous scenario. However, it is visible that convolutional codes performs better than LDPC when the frame length is smaller. When the block length increases, convolutional codes become more and disadvantageous and their performance decreases. 
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Figure 2: Required SNR and frame length (L) to reach FER of 10-3. For coding rate R = 0.5, block processing, and AWGN channel.
Finally, it is also important for URLLC to discuss the error floor scenarios of each coding scheme. In general, polar coding does not have an error floor while it can be an issue for other coding schemes. However, convolutional codes can have very low error floors by selecting a suitable size for the memory elements, and LDPC can adopt codes with higher check/variable degrees to achieve extreme error floors. Additionally, many other methodologies can also be adopted to fulfil the high reliability requirement of URLLC usage scenario. 
Observation 2: Convolution codes have better performance for small block sizes (<100 bits). However, their performance is poor for moderate-to-large block sizes. 
3	Conclusion
In this contribution, we highlighted latency components and coding candidates for URLLC usage scenario of 5G New Radio.  We also discussed performance of several coding candidates and the observations are, 
Observation 1: Convolutional codes have the best performance when very small structural latency is required. 
Observation 2: Convolution codes have better performance for small block sizes (<100 bits). However, their performance is poor for moderate-to-large block sizes. 
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