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1. Introduction
At the 3GPP TSG RAN #71 meeting, the Study Item description on “Study on New Radio Access Technology " was approved [1]. This contribution focuses on the candidates for 5G new RAT channel coding. In this contribution, considerations of several channel coding schemes are presented.
2. 5G requirements for channel coding
3GPP has just finished a study item of “Scenarios and Requirements for Next Generation Access Technologies” [2]. In the technical report several channel coding related KPIs have been proposed, include:

· the target for peak data rate should be 20Gbps for downlink and 10Gbps for uplink,
·  the target for peak spectral efficiency should be 30bps/Hz for downlink and 15bps/Hz for uplink,
· for URLLC the target for user plane latency should be 0.5ms for UL, and 0.5ms for DL,
· the target for reliability should be 1-10-5 within 1ms,
· the target for UE battery life should be [15 years].
The KPIs are supposed to meet the various requirements of families of usage scenarios for IMT 2020 and beyond. The major scenarios are eMBB (enhanced Mobile Broadband), mMTC (massive Machine Type Communications) and URLLC (Ultra-Reliable and Low Latency Communications).
In mMTC, the core requirement is to provide massive service connectivity with low energy consumption and low cost. In URLLC, extreme requirements on availability and reliability of transmission are emphasized, which means low error probability and low outage rate are the main targets in this usage scenario. While in eMBB, high system capacity, high data rate, and high spectrum efficiency are the main targets. 
Obviously, legacy LTE channel coding scheme will face a great challenge to meet various demands of the new RAT. In this contribution, several channel coding methods are investigated, and a new coding method named “packet coding” is presented. 
3. Channel coding schemes for new radio interface
3.1. Turbo codes
Turbo code is adopted in the LTE systems for various services. However, it also has some constraints, such as hard to do parallel decoding, error floor problem, and suboptimal performance for short packets. Therefore, turbo code may not be suitable for high throughput, high reliability and short data transmission. However, these requirements are critical for applications in new RAT scenarios—eMBB, mMTC and URLLC. Therefore, some alternative codes should be taken into consideration.
Observation 1: Turbo code may not be suitable for the case of large bandwidth, high reliability and short packet transmission. 
3.2. TBCC codes

1/3 mother code rate TBCC has been adopted in LTE/ LTE-A system in the control channel due to simple decoding and comparable to Turbo code for short packets. However, TBCC also have some drawbacks such as low throughput, suboptimal error correction performance etc. If we want to utilize TBCC for short packet transmission in 5G, some performance enhancement need to be considered, such as lower code rate to 1/8 or below, advanced decoding methods etc.
For example, reference [3] introduces an improved decoding for TBCC, where 0.8 - 1.6 dB coding gain can be achieved. Another example is shown in Figure 1, where a 0.5 dB coding gain can be achieved by lower down the code rate from 1/3 to 1/8.
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Figure 1 Performance of 1/3 and 1/8 TBCC
Proposal 1:  TBCC and its performance improvement should be considered for short packet transmission.
3.3. Low density parity check (LDPC) codes 
3.3.1. Binary LDPC codes
Binary LDPC (BLDPC) code is defined by a sparse parity check matrix which can be mapped to a bipartite graph composed of check nodes and variable nodes, as shown in Figure 2. 
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Figure 2 Tanner Graph for Binary LDPC
BLDPC codes have excellent performance based on iteratively belief-propagation (BP), also known as message passing algorithm as shown in Figure 3. 
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Figure 3 Tanner Graph for Binary LDPC
The BLDPC codes are powerful linear block codes with near-capacity performance. And, BLDPC codes have lower error floor than turbo codes. Due to the parallelism characteristic, BLDPC decoders have a great potential to achieve high decoding throughput. BLDPC codes also require less operations when compared to existing turbo codes at the same performance [4]

 REF _Ref446942770 \n \h 
 \* MERGEFORMAT [5]. The BLDPC codes were researched for decades and have been widely used in multiple communications, such as microwave communication, optical fiber communications. However, because BLDPC codes are linear block codes, they may have some inflexibility in any codeword length and any code rate. The BLDPC codes are very suitable for high throughput and high performance application scenarios, such as high-frequency with large bandwidth. 
Some simulations are conducted to compare the performance of LDPC and turbo code. The system parameters are shown in Table 1. With designed LDPC base matrices, decoding complexity and latency can be reduced without sacrificing the code’s error correction performance.
The BLER performance is shown in Figure 4. According to the simulation, there is an error floor for turbo at code rate of 3/4. Due to error floor, turbo codes might not be suitable for highly reliable communication. BLDPC can be considered as an alternative choice.
Table 1 Simulation parameters of LDPC and Turbo code
	
	LDPC
	Turbo

	Information Size of Codeword
	336, 420, 504, 546
	336, 424, 504, 544

	Code Rate
	1/2, 5/8, 3/4, 13/16
	1/2, ≈5/8, 3/4, ≈13/16

	Decoded Algorithm
	Normalized Min-Sum
	Max-Log-MAP

	Codeword Length
	672

	Modulation
	QPSK

	Channel
	AWGN
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Figure 4 Performance of LDPC vs. turbo
3.3.2. Non binary LDPC codes
Higher transmission rate and larger bandwidth cases in 5G communication system has required a better performance of coding and modulation in physical layer .Binary codes whose code bit has only 2 states: “1” or “0”, such as turbo and LDPC codes, has become the bottleneck especially when high spectrum efficiency is required. Non-binary codes, also called GF(q) codes or q-ary codes, defines the coding and decoding process over Galois field. Each element in GF(q) has q states , and can be denoted by  
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Non-binary codes have these following advantages:
· High transmission rate:  When combined with high order modulation, non-binary codes can provide higher transmission rate.  
· Strong ability to correct burst error: No-binary codes transfer consecutive errors into fewer non-binary symbol errors. The ability of burst error correction is stronger than binary codes.
· Easy to integrate to other technology:  It is easy to integrate Non-binary codes with MIMO and Multiple Access technology without any change of channel coding chain. The better diversity characteristic of non-binary codes can improve the link performance.
Non-binary LDPC, similar to binary LDPC, can be described by Tanner graph as in Figure 5. Each element in the parity check matrix is defined in GF (q). The parity check equation can be written as 
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Figure 5 Example of Tanner graph for Non-binary LDPC
In Figure 6, we compare the performance of GF (16) LDPC code with LTE turbo code. When the information length is 360 binary bits, no-binary LDPC has 0.5 dB gain over binary Turbo in BLER performance.
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Figure 6 Performance comparison between Non-binary LDPC and Turbo code
Proposal 2: Binary and Non-binary LDPC codes should be considered for eMBB in the new RAT.
3.4. Polar codes

In the scenarios of massive Machine Type Communication (mMTC), information interaction in the form of small packets among mass of services needs to be supported. From the perspective of coding, lower BLER and better link performance for transmission of small packets is desirable. Polar code is a coding scheme which utilizes channel polarization and has been proven to approach the capacity of symmetric B-DMC in theory [6]. By utilizing CRC for error correction, polar code outperforms Turbo code [7], which uses CRC for error detection only [8]. The encoding process is depicted in Figure 7 where bits are passed through from the left to the right side. The symbol "⊕" indicates a module 2 addition. The numbers at the left are capacities of eight channels.
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Figure 7 Encoding of Polar Code
Figure 8 gives an example of SC list decoding which is widely used for decoding Polar codes. Furthermore, in Figure 9, a CRC aided SC list (CA-SCL) decoding method is presented. CA-SCL utilizes CRC to select one of the possible paths generated by SCL. 
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Figure 8 SCL decoding
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Figure 9 CA-SCL decoding
Figure 10 shows the performance comparison between polar code and Turbo code in AWGN, with the code lengths of 256 and 1024 and BPSK modulation for both. It is observed that Polar code with CA-SCL decoding outperforms turbo code up to around 1 dB, especially in the case of small packet size. The performance gain results from the utilization of CRC for error correction. Note that CRC-aided decoding can be applied on turbo code decoding as well to achieve a similar gain [8].
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Figure 10 Performance of polar code and Turbo code
Though polar code also has some disadvantage as:
(1) To construct a polar code, better polarized channel are selected for transmission of information bits based on the channel state information [6]. At low SINR or when the channel varies fast, the CSI would be inaccurate, and then performance of polar code may be degraded. 
(2) Channel selection of polar code for first transmission as well as HARQ transmission depends on channel condition and code length [6], which limits the flexibility of Polar code.
(3) The serial decoding structure of polar code increases the delay [6]. Due to this constrain, high throughput becomes a challenge thus polar code may not be suitable for enhanced Mobile BroadBand (eMBB) and low latency transmission.
(4) Polar code (SCL) has encoding and decoding complexities of O(L*N*logN), while for turbo code, the complexity rises linearly in N. For large packet size, the complexity is too high so that polar code may not be suitable for eMBB.
Proposal 3: Polar code and its application in the new RAT is FFS.
3.5. Packet coding

In order to reduce the decoding complexity, a big transport packet is usually divided into several smaller FEC blocks. Because each FEC codeword is independent, packet error rate (PER) of the transport packet depends on the performance (codeword error rate, CER) of FEC codeword and the number (N) of FEC codeword, which can be described by PER = 1- (1-CER)N. As CER declines for short codeword and with increasing N, the performance of transport packet tends to degrade. 
The packet coding [9]
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 \* MERGEFORMAT [10] used in physical layer allows simple XOR relationship established among independent FEC codewords to enhance the PER performance.
· Encoding Process of Packet Coding
In packet coding, a single parity code (SPC) is used for all FEC blocks within a transport packet. Assuming the blocks are
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 is generated by “XOR” operation on all the FEC blocks, which is 
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, as shown in Figure 11. Note that, each FEC block is also a FEC codeword. The “XOR” operation on all the FEC codewords in transport packet is packet coding. 
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Figure 11 Encoding Process of Packet Coding
· Decoding Process of Packet Coding
Iterative algorithm can be used between FEC codeword decoding and SPC decoding. The following steps are for packet decoding: 

1) Each FEC block is decoded to obtain LLR and hard decision bits. 

2) If all the blocks are decoded correctly, goes to step 4. Otherwise, the false decoded FEC block(s) is buffered.
3) SPC decoding is performed to update the false FEC blocks’ LLRs, and goes back to step 1.

4) End decoding. 

·   Packet Coding for the first transmission
In the first transmission, bit selection from each FEC codeword and parity block is necessary. Figure 12 gives an example, the blue parts in blocks 
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Figure 12 Bits selection for the first transmission
Simulation 1: High Throughput Scenarios 
In the high throughput scenarios, such as high frequency communication, huge amounts of data will be transmitted. Therefore, there will be several long FEC codewords in a transmission packet which may contains tens of thousands or even hundreds of thousands of bits. In this simulation, it is assumed that turbo coding in LTE is used for FEC codeword. The system parameters are listed in Table 2 and performances are shown in Figure 13. 
Table 2 Simulation parameters for packet coding
	
	Packet Coding
	Traditional

	Codeword Length
	11673/11674
	12288

	Parity Block Length
	6144
	--

	TBS
	61200

	Number of Turbo
	10

	Code Rate
	1/2

	Information Size of Each Turbo
	6144

	CRC Length
	24

	Output Bits Size
	122880

	Modulation
	QPSK

	Channel
	AWGN
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Figure 13 Performance of Packet Coding for initial transmission
As shown in Figure 13 , the packet coding improves the performance of transmission packet. The reason for better performance for packet coding is that all the FEC codewords are decoded as a whole and each FEC codeword can use other codewords’ information to update its LLRs during iterative decoding. 
Observation 2: Packet coding has better performance and steeper slope performance curve. It is very suitable for high throughput scenarios with high reliability. 
Simulation 2: Low Complexity Scenarios 
In general, the performance is better for longer codeword. However, a long codeword leads to high complexity and large latency. Therefore, in some scenarios such as mMTC, there must be a trade off between code length and complexity. The packet coding not only keeps the same performance as transmission packet with a long codeword, but also reduces the complexity and delay. Figure 14 gives the comparison between packet coding of 8 small blocks and traditional turbo code with large TB size. The total information size of packet coding is 6080 bits and the turbo coded TB size is 6120 bits. Code rate for both packet coding and turbo coding is 1/2.
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Figure 14 Performance of packet coding with small block

Complexity
During encoding of packet coding, since single parity code is just a ‘XOR’ operation on those FEC codewords, the parity block can be generated one-by-one. It means that the encoding can be done by a serial processing manner. Although packet coding does not reduce the total number of systematic bits, the FEC codeword length can be smaller, which result in less logic gates in hardware. When take on-line decoding into account, hardware complexity can be further reduced. 
Latency
During the decoding of packet coding, each codeword can be intermediately decoded as it is received. This so called “on-line” decoding performed on receiver helps to reduce the total latency, especially for short codeword where decoding can be finished in a very short time. An example of OFDM system is shown in Figure 15, where each codeword occupies a single OFDM symbol and all OFDM symbols are assembled and transmitted in order. While decoding code block c0, the symbols corresponding to code block c1 is received and demodulated simultaneously. Compared with a large transport block, time on buffering has been greatly reduced.
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Figure 15 Packet coding with OFDM symbols

Observation 3: Packet coding can reduce the complexity and latency of encoders & decoders, while keeps the same performance of transmission packet as a long codeword. The packet coding can be used in low complexity and low latency Scenarios. 
Simulation 3: Other Scenarios 
For some other scenarios, a short codeword (e.g., maximum information size is less than 1000 bits) may be designed to support low complexity and/or low power consumption. So a large transmission packet may be divided into several short packets. In this case, the packet coding can be used to enhance the performance of transmission packet. In the following simulation, we assume that the each of the 10 turbo block has an information size of 608 bits (including 600 information bits and 8 CRC bits).  
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Figure 16 Performance of Packet Coding
According to the performance shown in Figure 16, the packet coding can obtain more than 0.6 dB for 10 turbo codes with code rate of 1/2 & 1/3. Note that, for the traditional transmission (which is marked as ‘old1’), the number of packets, the code rate and the total size of information bits are the same as those of packet coding (which is marked as ‘new’). 
· Packet Coding for Retransmission
A new HARQ process with packet coding is shown in Figure 17. In retransmissions, a parity block of packet coding or traditional transmission packet is retransmitted according to the state of feedback. The feedback with three states is described in following text. 
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Figure 17 Packet coding for retransmission

Three states feedback: ACK/NACK1/NACK2
ACK: the current transmission packet is correctly decoded, and a new transmission packet will be sent. 
NACK1: a parity block generated by packet coding will be sent which has different length for different retransmission.
NACK2: a traditional retransmission packet will be sent, and the length and redundancy versions are determined as legacy LTE does. 
The metric used here to evaluate the performance of HARQ with packet coding is the normalized throughput. The simulation parameters are shown in Table  3. The turbo code is used for FEC and the performances are shown in Figure 18.
Table 3 Simulation parameters of three states feedback
	TBS
	20080
	4240
	20080
	4240

	Information Size of Each Turbo
	2016
	432
	2016
	432

	Length of CRC
	8
	8
	8
	8

	Number of Turbo
	10
	10
	10
	10

	Code Rate
	1/3
	1/3
	3/4
	3/4

	Modulation
	QPSK
	QPSK
	64QAM
	64QAM

	Channel
	AWGN
	AWGN
	AWGN
	AWGN

	Maximum HARQ Transmission
	4
	4
	4
	4
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Figure 18 Performance of HARQ System with three states A/N
For HARQ retransmission with packet coding, it benefits from good decoding performance (packet coding) and high transmission efficiency (only the parity block may be transmitted), which in turn leads to higher throughput than traditional HARQ system. 
Proposal 4: Packet coding should be considered for the new RAT to improve error correction and HARQ performance while reducing decoding complexity and latency.

4. Conclusion
In this contribution, considerations of channel coding schemes for the new RAT are presented. In summary, we have the following proposals and observations:
Proposal 1:  TBCC and its performance improvement should be considered for short packet transmission.

Proposal 2: Binary and Non-binary LDPC codes should be considered for eMBB in the new RAT.

Proposal 3: Polar code and its application in the new RAT is FFS.

Proposal 4: Packet coding should be considered for the new RAT to improve error correction and HARQ performance while reducing decoding complexity and latency.

Observation 1: Turbo code may not be suitable for the case of large bandwidth, high reliability and short packet transmission. 
Observation 2: Packet coding has better performance and steeper slope performance curve. It is very suitable for high throughput scenarios with high reliability. 
Observation 3: Packet coding can reduce the complexity and latency of encoders & decoders, while keeps the same performance of transmission packet as a long codeword. The packet coding can be used in low complexity and low latency Scenarios. 
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