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[bookmark: _Ref129681832]At the RAN1 #84b meeting, some agreements on scheduling assignment were made [1]:
Agreements:
For V2V communication on the PC5 interface:
· Option 1: Transmission of SA and its associated data on same subframe is supported
· This does not preclude SA and its associated data transmission in different subframes
· FFS other details
· Option 2: Each SA transmission precedes all of its associated data transmission
· FFS the timing relation between SA and its associated data
· UE is not required to decode data that are transmitted before the subframe containing the successfully decoded associated SA
Agreements:
· SA pool and its associated data pool can be FDMed
· Channel coding and DFT precoding between PSCCH and PSSCH are separated
· Scheduling assignment of PSSCH is transmitted on PSCCH from this UE
· RB size of PSCCH is fixed in the specification
In this contribution, we explain how a better data and SA multiplexing can enhance performance. 
Time vs. Frequency multiplexing for SA and its data
As shown in Figure 1, SA and its data can be either multiplexed in a FDM manner or a TDM manner. In this section, we compare these two multiplexing schemes with simulations. 
For FDM, the period is set to 40ms and each message is transmitted 4 times in a period. For TDM, the SA pool and data pool periodicities are both set to 20ms to have the same overall periodicity as the FDM case (40ms). The transmitter sends the SA 4 times in the first 20ms and the associated data 4 times in the second 20ms. The resources in time and frequency domain are chosen randomly. For FDM, the power is shared between SA and its data according to the number of PRBs, e.g. the power on each PRB of SA and data is the same. For TDM, the powers of SA and data are independent. Some more details about power sharing can be found in [2]. Simulation results of independent power and shared power can be found in Appendix.


(a) FDMed SA and its data


(b) TDMed SA and its data
[bookmark: _Ref442355101]Figure 1. FDMed and TDMed SA and its data
As shown in Figure 2, FDM significantly outperforms TDM. With TDM, both the SA and data need to be successfully received. Thus, the probability of being affected by e.g., in-band emission and half duplex is twice as much as with TDM. As a result, the FDM performance is better than TDM.
[image: ][image: ]
[bookmark: _Ref442355468]Figure 2. Comparison of TDMed and FDMed SA and its data
Another reason for sending the SA and its data in the same subframe is to reduce latency. When data follows the SA, at least several subframes are needed between decoding the SA and receiving data. If more stringent latency, e.g. 20ms, needs to be supported in certain scenarios, FDM is more suitable. 
In addition, several data transmissions can be combined when the SA is correctly received. This happens for both TDM and FDM. Performance is expected to be a little bit better for TDM since when an SA is received, all the data transmission locations are known. However, the combining gain is not a key factor: in [3], we show that having more transmissions does not always lead to better performance.

Proposal 1: SA and its data are multiplexed in one subframe in an FDM manner.

Alternative candidates of FDMed SA and its data 
For FDM multiplexing, 2 alternative candidates are shown in Figure 3. 


(a) Alt. 1


(b) Alt. 2
[bookmark: _Ref447093971]Figure 3. Alt. 1 and Alt. 2 of FDMed SA and data
For Alt. 1, the SA and the associated data are separated in frequency. A few PRBs, e.g. 4, are reserved for SA in each TTI. The number of PRBs for data is a variable and is indicated by the SA. As a result, the number of blind attempts to decode SA for a receiver is small. For Alt. 2, the SA and the associated data are adjacent in frequency. SA can be transmitted in each PRB of a TTI; providing more flexibility, but the complexity is higher for blind decoding. 
As shown in Figure 4, the performance of Alt. 1 and Alt. 2 is almost the same.
[image: ] [image: ]
[bookmark: _Ref446319700][bookmark: _Ref447093862][bookmark: _Ref442355493]Figure 4. Comparison of Alt. 1 and Alt. 2 of FDMed SA and its data
Proposal 2: SA and Data can be transmitted in separate or adjacent PRBs.
One issue that still needs to be addressed is whether SA is always transmitted with its associated data. For instance, as illustrated in Figure 5, the SAs of the second and the fourth transmissions are not transmitted. As a result, there are only 2 chances to receive the SA. Because of interference and collisions, some receivers may miss one or both SAs and thus be unable to receive any transmission. For performance reasons, the SA should always be transmitted.


[bookmark: _Ref446319755][bookmark: _Ref440526009][bookmark: _Ref442355717]Figure 5. Some transmissions are without the associated SA (based on Alt. 1 in Figure 3)
Observation 1: Not having the associated SA for some data retransmissions reduces the performance of SA and data.
Resource pool configuration
Resource pool periodicity
For V2X, the maximum tolerable latency requirement is 100ms. If a transmitter misses the beginning of the current period, it has to transmit in the next period so that the latency requirement can be satisfied. Consequently, the period should not be longer than 50ms. One possibility is to reuse the 40ms period defined for D2D communication. 
However, for V2X, most of the messages arrive periodically, e.g. one message every 100ms. If the period can be taken as a factor of 100ms, e.g. 50ms, 25ms, 20ms or 10ms, the UE can occupy resources in a semi-persistent way, and the resource allocation is simplified. 
Observation 2: The SA/data pool periodicity should be a factor of 100ms, such as 50ms, 25ms, 20ms, or 10ms.
The number of T-RPT patterns depends on the number of subframes in the pools. The higher the number of subframes, the larger the number of T-RPT patterns. Thus, a longer periodicity is desirable.
Observation 3: A larger resource pool periodicity is desirable.
Floating period of individual UEs
In Rel. 12 D2D, the scheduling period is cell specific, which means that in a cell, the beginning of a scheduling period for different D2D UEs is fixed and the same. In V2V, message generations among vehicles are randomized and thus traffic load is likely to be imbalanced across different scheduling periods, i.e., certain scheduling periods can be crowded with large number of UEs while other periods have transmission resources. For illustration, a four-UE scenario is depicted in Figure 6(a), where data transmissions of all four UEs are concentrated in the same scheduling period (the red dashed rectangle). The scenario will become more congested as the number of UEs increases. To alleviate this problem, a “floating” scheduling period can be considered, where a floating offset of the period is employed by each individual UE, as illustrated similarly for a four-UE scenario in Figure 6(b). Compared to Figure 6(a), the traffic load becomes more dispersed along the time axis, making the system traffic load more balanced, ultimately contributing noticeable PRR performance increase, as verified with simulation results illustrated in Figure 7. 
	

	


	(a) fixed scheduling period
	(b) floating scheduling period


[bookmark: _Ref447268403]Figure 6. Illustration of V2V data transmissions for both fixed and floating scheduling period
It is important to note that the proposed floating approach also contributes to latency reduction, i.e., transmission opportunity becomes immediately available when a UE message arrives. This is a desirable feature to meet stringent latency requirement in certain case (e.g., 20ms latency for pre-crash sensing scenario) and provide future compatible design for LTE-V2X evolution. 
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[bookmark: _Ref447268394]Figure 7. Comparison of fixed and floating period in freeway scenarios
Proposal 3: Have UE-specific time offset for V2V transmissions.
Conclusions
In this contribution, TDM and FDM multiplexing of SA and data were discussed, as well as the resource pool configuration. Based on the performance gain and the analysis, we propose the following:
Proposal 1: SA and its data are multiplexed in one subframe in an FDM manner.
Proposal 2: SA and Data can be transmitted in separate or adjacent PRBs.
Observation 1: Not having the associated SA for some data retransmissions reduces the performance of SA and data.
Observation 2: The SA/data pool periodicity should be a factor of 100ms, such as 50ms, 25ms, 20ms, or 10ms.
Observation 3: A larger resource pool periodicity is desirable.
Proposal 3: Have UE-specific time offset for V2V transmissions.
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Appendix: Simulation results of shared power and independent power based on TDM
In this section, shared power and independent power between SA and data are compared. For shared power, the power on each PRB of SA and data are the same. For independent power, the power values for SA and data are independently set. As shown in Figure 8, the performance of shared power is a little better than the performance of independent power. As a result, sharing power is not a limitation. 
[image: ]
[bookmark: _Ref447094288]Figure 8. Comparison of independent power and shared power in TDM
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