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1 Introduction

In this contribution we discuss different design options for the frame structure (organizing SA and data) supporting V2X on PC5. 
Our paper [3] contains simulation results that are relevant for the discussion in this paper.
2 Discussion on V2X Pools
V2X traffic is expected to be highly dynamic both geographically and time-wise. Also, specific services (V2I, V2P, V2V) are associated with different radio requirements, typical loads, and other constraints.

2.1 Data Pools

A possible approach would be to define arbitrarily configurable resource pools and map different traffic to such pools. The NW may configure such pools to be more or less overlapping if not mutually orthogonal. We see some benefits in defining specific data pools for respectively V2X, I2X and P2X, which may only be accessed by UEs with traffic identified as respectively vehicular, infrastructure or pedestrian. As a general rule, all receivers should be able to monitor all pools (possibly except for pedestrian receivers). 
We further see benefit in enabling the eNB to restrict UEs access to pools based on the type of synchronization used by the UE. E.g., a cell may allow RRC_IDLE UEs deriving synchronization from GNSS to only access a subset of the pools, while RRC_CONNECTED UEs have access to the full pools. This is to allow flexible Uu/PC5 coexistence without necessarily burdening the eNB with too many parallel RRC_CONNECTIONS.
Finally, we do not see the benefit of further splitting pools e.g. between mode-1/mode-2 pools, periodic/aperiodic traffic, or by introducing additional “exceptional case” pools. Introducing additional pools would result in further resource fragmentation and corresponding degraded system performance. Efficient coexistence of UEs with centralized and distributed RA should be enabled by the distributed RA protocol.  To this end, it is benefitial that UEs can identify each other’s resource allocation protocol, in order to protect adequately their transmission. For example, it may be desirable to protect transmissions on resources allocated by the eNB from interference created by UEs using distributed resource allocation.

Proposals:
· Only 3 types of data pools are defined: V2X, I2X, and P2X.

· Transmitting UEs access the corresponding pool based on the type of transmission.

· Receiving UEs should be able to potentially monitor all pools.

· The pools may at least partly overlap.

· The eNB may restrict access to subsets of the data pools to RRC_IDLE UEs that do not derive synchronization from the eNB.

· We propose to avoid different data pools for distributed and autonomous resource allocations, periodic/aperiodic traffic or for “exceptional cases”.
· Pools fragmentation is bad for system performance; it is more efficient to enable dynamic coexistence within the pools.
· The SA includes information about the resource allocation protocol (e.g., centralized, distributed, etc.).
2.2 SA Pools
When it comes to transmission of SAs, the following two aspects need to be considered. First, different types of traffic may have different latency requirements. For example, event-triggered aperiodic traffic may need fast scheduling procedures to meet the stringent latency requirements; in contrast, periodic traffic may call for a different type of scheduling that takes this periodicity into account. Second, SAs for different types of traffic may require different levels of reliability. We believe that this can be achieved by using appropriate resource allocation algorithms. However, if necessary for ensuring different degrees of protection, different pools of SA resources may be defined.

Some of the agreed scenarios for V2X applications are very challenging and it seems that performance requirements may only be met if centralized resource management is used (e.g., resource allocation by an eNB). For centralized solutions to be effective, resources controlled by eNBs must be protected. We believe that this can be achieved by means of sensing protocols, etc. without a need for differentiating resources for eNB-controlled RA from those used for UE-controlled RA. However, if necessary, different pools of resources may be defined to differentiate resources for eNB-controlled RA from those used for UE-controlled RA.
Proposals:

· One SA pool is defined for all types of SAs scheduling V2X packets.

· SA packets for different types of transmission may have different levels of protection

· FFS: Whether it is necessary to separate different types of SA packets into different pools to ensure adequate protection of sensitive SAs.

· FFS: whether V2X, I2X, and P2X have different SA pools.
3 Direct Scheduling over PC5
The Rel-12 SA framework is too inefficient for V2X. The short latency requirements of V2X messages impose that SA pools repeat every ~20ms (based on the most stringent requirement from SA1) or ~100ms assuming the more relaxed SA1 requirement. In any case the overhead of scheduling assignment is so large that system efficiency degrades significantly. We observe also that DSRC/WAVE does not have fixed scheduling assignment overhead, which motivates optimization of the LTE direct resource allocation. In order to discuss improvements to scheduling efficiency, we first observe the following:

Observations:

· Latency requirements defined by SA1 apply to data transmissions:
· In case of periodic traffic scheduling latency is decoupled from data latency requirements.

· In case of event-triggered traffic scheduling latency should be included in the latency requirement.

In the following, we discuss three alternatives for direct scheduling of V2x traffic over PC5. In our view, Alt.1B provides the best performance with limited specification effort.

In the following, we use the following terminology:

· Scheduling period (see Figure 1 or Figure 2). We define the scheduling period as the period of time between to consecutive starts of the pool of SA resources. The duration of an SA often corresponds to one scheduling period.

3.1 Alt.1A: TDM between SA and data pools.

Alt.1A multiplexes SA packets and data packets in a TDM way. It accommodates the traffic with different latency requirements (i.e., periodic and event-triggered) by interleaving SA and data resources. This alternative has the smallest number of changes with respect to Rel-12/13. Resources are partitioned into two pools in the following way:

· SA pool. To support transmission of packets with low latency requirements, it is necessary to interleave resources dedicated for transmission of SAs and resources dedicated for transmission of data packets.
· SA resources for periodic traffic: Each SAs schedules one periodic-traffic data packet, including all repetitions. The transmissions may be scheduled anywhere within the current scheduling period.
· SA resources for low-latency traffic: Each SA schedules one low-latency packet including all repetitions in the next available group of data resources. These SA resources are found often (e.g., every 20 ms) in order to keep scheduling latency low. Low-latency traffic is usually trigered by specific events that happen at random time instances. Thus, the load on these resources is relatively low and few subframes are sufficient to support it.

· Common data pool for all traffic types. 
An example is illustrated in Figure 1.
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Figure 1: Example of Alt.1A. The SA pools and the data pools are TDM. The data pool for periodic traffic is divided into several groups (1 to 5) to allow for interleaving with SA resources for low-latency traffic. Yellow dashed arrows represent scheduling of event-triggered transmissions with low latency requirement (i.e., 20 ms): every SA schedules one data packet transmission in the next data pool. Red solid arrows represent scheduling of periodic transmissions. Each SA schedules one data packet (with possible repetitions) within the current scheduling period. 
This configuration suffers from several drawbacks: SA transmissions are subject to very high IBEs since transmissions from many users may be multiplexed in frequency (e.g., up to 50 users for a 10 MHz carrier). Moreover, SA resources for low-latency traffic are concentrated in time (i.e., span only a few subframes) and are therefore particularly affected by half-duplex constraints. In addition, meeting the latency requirements identified by SA1 [1] implies a large overhead since SA resources need to appear frequently. We illustrate some of these problems for some basic configurations in Table 1.

Table 1. Half-duplex probability between two users and system overhead for typical configurations of SA resources for event-triggered traffic.

	Number of subframes for SA (low-latency)
	Number of SA (re)transmissions
	Half-duplex probability
	Overhead

	
	
	
	20 ms periodicity
	100 ms periodicity

	1
	1
	1
	5%
	1%

	2
	1
	0.5
	10%
	2%

	2
	2
	1
	10%
	2%

	3
	1
	0.33
	15%
	3%

	3
	2
	0.33
	15%
	3%

	4
	1
	0.25
	20%
	4%

	4
	2
	0.17
	20%
	4%


Observations:

· TDM between SA and data pools has several drawbacks:
· Current shortes periodicity (40 ms, configurable be the network) is insufficient to meet the lowest latency requirement of 20 ms identified by SA1.  

· SA transmissions occupying the entire band suffer from very high levels of in-band emissions.
· A large number of subframes per SA pool are necessary to reduce packet misses due to half-duplex.
· Provisioning for low-latency transmissions requires a large overhead of SA resources.
3.2 Alt.1B: FDM between SA and data pools.

Alt.1B improves SA reliability by multiplexing SA and data pools in an FDM fashion. This alternative can accommodate low-latency aperiodic transmissions with no overhead. 
To be able to accommodate different types of traffic, we propose that an SA packet has two ways of scheduling data packets:

· In the current scheduling period (i.e., SA and data packet are transmitted in the same scheduling period). This allows for fast scheduling of data packets with stringent latency requirements.

· In the forthcoming scheduling period (i.e., SA and data packet are transmitted in consecutive scheduling periods). This allows for scheduling of data packets with full flexibility within an entire scheduling period.
To simplify the design of the receiver, we propose that SA packets can only schedule data packets in the future. That is, an SA packet (with all its retransmissions) must be transmitted before the first transmission of the associated data. Nevertheless, the SA can schedule data packets for the current scheduling period.

Resources are partitioned into two pools in the following way:
· SA pool:
· SA resources for periodic traffic: Each SA schedules one periodic-traffic data packets, including all repetitions. Since the SA pool spans all subframes but is restructed to a few resources, it solves the half-duplex issues and reduces the IBE problems for the SA pool. On the other hand, data packets are affected by higher IBEs. As we show in our paper [2], this problem can be solved by means of resource allocation.
· SA resources for low-latency traffic: Each SA schedules one low-latency data packet including all repetitions within the next 20 ms. This ensures minimal latency without an excessive overhead.
As described before, SA resources for both types of traffic may or may not overlap.
· Common data pool for all traffic types. 
We illustrate this alternative in Figure 2.

[image: image2]
Figure 2: Example of Alt.1B. The SA pools and the data pools are FDM. Yellow dashed arrows represent scheduling of event-triggered transmissions with low latency requirement (i.e., 20 ms): each SA schedules one data packet transmission in the current/next data pool. Red solid arrows represent scheduling of periodic transmissions: every SA schedules one data packet (with possible repetitions) in the forthcoming scheduling period. As before, pools for SAs for periodic and aperiodic traffic may or may not consist of orthogonal resources.
In Figure 3, we compare the behavior of Alternative 1A and Alternative 1B for the same ratio of SA resources over data resources. We observe that the scheme multiplexing SA and data resources in time has significantly worse performance than the scheme multiplexing them in frequency. For TDM, PRR corresponding to SA packets is very low, the reason being that multiplexing many SA transmissions in frequency is bad in terms of IBE. SA performance dominates the joint PRR performance (i.e., corresponding to decoding SA+data). In contrast, for FDM the IBEs are similar for all resources. To simplify the comparison, random resource allocation is used in both cases but the conclusions reported here carry over to more complicated resource allocation algorithms and to other scenarios with middle and high UE densities.
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Figure 3. Comparison of the PRR performance for Alt.1A and Alt.1B. In both cases 12% of the resources are used for transmission of SA packets and the remaining 88% for the transmission of data packets. 
Observations:

· FDM between SA and data pools has several advantages:
· SA and data pools are subject to similar levels of in-band emissions.
· In-band emissions can be controlled by using appropriate resource allocation algorithms.

· Low-latency transmissions can be served without an increase in overhead.

· Flexible desgin that allows for mixtures of periodic and aperiodic traffic.
3.3 Alt.2: Inband SA/control information.
In Alt. 2, the scheduling information is carried inband directly with the data transmission. The two transmissions may be on adjacent frequencies or on separated frequencies. To simplify the design of the receiver without sacrificing allocation flexibility, this implies that SA and data need to be DFT-precoded independently. 

This approach suffers from several drawbacks: 
· It requires that the trasnmitter splits the power between the transmission of the SA packet and the transmission of the data packet. Splitting the power will reduce the range of communication. 

· It hinders the use of retransmissions with soft combining:

· Retransmissions for SA packets are not possible unless complex transmission patterns (which affect data too) are introduced.
· Retransmissions for data packets are in practice no longer possible. If a UE does not detect correctly the SA from a certain transmission, then it has no efficient way to store the soft information for combination with future retransmissions.
In terms of standardization effort, this alternative has some issues too:

· It consists of greater changes than the other two alternatives and thus, it will take longer time to standardize. 
· It has large RAN4 impact since aspects like IBE for multicluster transmission need to be studied. Moreover, it is likely that the transmitter will need to apply a power backoff, reducing the range even further.
Observations:

· Transmitting SA and data in-band has several technical problems:
· Communication range is potentially reduced due to power splitting between SA and data.

· Communication range is potentially reduced due to power backoff due to multicluster transmission

· In practice, it precludes the use retransmissions with soft combination. 

· In addition, it also has some standardization issues:

· It will require longer standardization time

· Potentially, it has large impact on RAN4.

After discussing the three alternatives, we have the following proposals:
Proposals:

· Resources for transmission of data packets and resources used for transmission of SA packets are multiplexed in frequency.

· The first transmission of the data packet always comes after all the transmissions of the associated SA.
· SA can schedule data packets within in the current scheduling period or in the next scheduling period.

· FFS: Whether an SA can schedule multiple transmissions of a data packet in the current and in the next scheduling periods.
4 Semi-static and independent allocations for data packets
For data packets, we distinguish two types of allocations depending on the relationship between the resources used by consecutive transmissions (see Figure 4): 

· Independent allocations. In this type of allocation, the resources used for transmission of data packets in two consecutive scheduling periods are not necessarily related.

· Semi-static allocations. In this type of allocation, UEs use the same resources for consecutive transmissions. A semi-static allocation ends when some special condition occurs (e.g., the UE stops transmitting; resource reselection is triggered because a collision is detected or a timer expires, etc.).
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Figure 4. Illustration of independent and semi-static allocations. In this example, SA and data resources are separated in an FDM way and all SAs allocate data packets in the forthcoming scheduling period.

Note that in both cases, all data packets are scheduled by an SA packet. The difference lies in the behavior at the receiver side. For independent allocations, the receiver only attempts decoding those packets that are scheduled by an SA that is correctly decoded. In contrast, for semi-static allocations the receiver attempts decoding a data packet even if the corresponding SA packet is not received correctly. That is, the receiver uses its knowledge that data packets have been transmitted in the recent past on certain radio resources and attempt decoding new packets using the same parameters, even when an SA is not received. This increases the reliability of the scheduling assignments. As we discuss in our paper [2], this strategy adds robustness against the loss of some SA packets.
To implement this behavior, it is necessary that the receiver can distinguish between SAs scheduling semi-static allocations and SAs scheduling independent allocations. We propose that the SA carry 1 bit flag with this information. This bit can also be used for notifying receivers about the end of a semi-persistent allocation. We illustrate this with an example (see Figure 5): a UE is using certain radio resources for transmission of data packets. The SAs scheduling such data packets have 1 bit indicating that these packets are transmitted using a semi-static allocation. When the UE has to reselect radio resources (e.g., because a timer expires), it performs one final transmission on the radio resource previously used (i.e., the semi-satic allocation) but with the 1 bit indicating that this is an independent allocation. In the next scheduling period, the UE starts a new semi-static allocation on different resources. 
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Figure 5. Illustration of the use of the use of the flag bit to indicate the end of a semi-static allocation.

Proposals:

· Independent and semi-static allocations are supported for transmission of data packets.
· Receivers attempt decoding of active semi-static allocations even if no SA is received.

· FFS: Duration of the behavior and conditions.
· FFS: Maximum duration of a semi-static allocation and conditions for ending it.
· The SA carries one bit indicating whether it schedules a data packet using semi-static or independent allocation.
5 SA Resource Patterns

We believe that in-band emissions are the bottleneck of system performance. In our contribution [2] on distributed resource allocation, we show that in order to reduce the impact of in-band emissions and increase system capacity, it is necessary to schedule users with compatible IBE patterns in the same subframe. For example, if two users are close to each other and transmit in the same subframe, then it is very unlikely that the IBE from one user will mask the signal from the other UE. As we also discuss in [2], by using retransmissions and coscheduling different sets of users in each (re)transmission, it is possible to reduce the impact of half duplex. These considerations are relevant for transmission of SA resources, data resources, or mixture of SA and data resources.

In order to realize the opportunistic type of scheduling described in the previous paragraph, it is important that the scheduler (centralized or distributed) has full flexibility in selecting the resources. However, if patterns are used the scheduler will not always be able find an allocation that realizes opportunistic FDM co-scheduling.

Observation:

· Transmission patterns for SA are not suitable for reducing the IBE by means of FDM co-scheduling UEs with compatible IBE patterns.
· In case of SA retx, the resource scheduler must have full flexibility in selecting independently the resources for each (re)tx of the SA within the pool.
Proposal:

· Resources for (re)transmissions of SA are not constrained to predefined patterns.
6 Data Resource Patterns

The reasoning and observations from the previous section apply to the use of patterns for transmission of data packets.
Observation:

· Transmission patterns for data are not suitable for reducing the IBE by means of FDM co-scheduling UEs with compatible IBE patterns.
· In case of data retx, the resource scheduler must have full flexibility in selecting independently the resources for each (re)tx of the data within the pool.
Proposal:
· Resources for (re)transmissions of data packets are not constrained to predefined patterns.
7 Ultra-fast scheduling

Ultra-fast scheduling is necessary for some applications with very tight latency requirements. In addition to having an appropriate structure of the SA/data resources, as discussed in Section 3, it is desirable to implement other mechanisms. This may also be used for pre-emption purposes.
In the LTE D2D subframe, the last OFDM symbol (out of 14) is not transmitted. This so called Guard Period (GP), was introduced in Release 12 to protect other communications from possible timing misalignements. We believe that the GP is also useful for V2X, in particular if they share the carrier with other types of communications (UL, DL, D2D, etc.). However, we think that in some specific cases like the ones discussed in this section, it should be possible to use the GP (or at least part of it) for transmission.
Proposal:

· The guard period is considered for ultra-fast scheduling or for pre-emption purposes.
8 Conclusions

In this contribution, we have observed and proposed the following:
Proposals:

· Only 3 types of data pools are defined: V2X, I2X, and P2X.

· Transmitting UEs access the corresponding pool based on the type of transmission.

· Receiving UEs should be able to potentially monitor all pools.

· The pools may at least partly overlap.

· The eNB may restrict access to subsets of the data pools to RRC_IDLE UEs that do not derive synchronization from the eNB.

· We propose to avoid different data pools for distributed and autonomous resource allocations, periodic/aperiodic traffic or for “exceptional cases”.

· Pools fragmentation is bad for system performance; it is more efficient to enable dynamic coexistence within the pools.
· The SA includes information about the resource allocation protocol (e.g., centralized, distributed, etc.).
Proposals:

· One SA pool is defined for all types of SAs scheduling V2X packets.

· SA packets for different types of transmission may have different levels of protection

· FFS: Whether it is necessary to separate different types of SA packets into different pools to ensure adequate protection of sensitive SAs.

· FFS: whether V2X, I2X, and P2X have different SA pools.

Observations:

· Latency requirements defined by SA1 apply to data transmissions:
· In case of periodic traffic scheduling latency is decoupled from data latency requirements.

· In case of event-triggered traffic scheduling latency should be included in the latency requirement.

Observations:

· TDM between SA and data pools has several drawbacks:
· Current shortes periodicity (40 ms, configurable be the network) is insufficient to meet the lowest latency requirement of 20 ms identified by SA1.  

· SA transmissions occupying the entire band suffer from very high levels of in-band emissions.
· A large number of subframes per SA pool are necessary to reduce packet misses due to half-duplex.
· Provisioning for low-latency transmissions requires a large overhead of SA resources.
Observations:

· FDM between SA and data pools has several advantages:
· SA and data pools are subject to similar levels of in-band emissions.
· In-band emissions can be controlled by using appropriate resource allocation algorithms.

· Low-latency transmissions can be served without an increase in overhead.

· Flexible desgin that allows for mixtures of periodic and aperiodic traffic.
Observations:

· Transmitting SA and data in-band has several technical problems:
· Communication range is potentially reduced due to power splitting between SA and data.

· Communication range is potentially reduced due to power backoff due to multicluster transmission

· In practice, it precludes the use retransmissions with soft combination. 

· In addition, it also has some standardization issues:

· It will require longer standardization time

· Potentially, it has large impact on RAN4.

Proposals:

· Resources for transmission of data packets and resources used for transmission of SA packets are multiplexed in frequency.

· The first transmission of the data packet always comes after all the transmissions of the associated SA.
· SA can schedule data packets within in the current scheduling period or in the next scheduling period.

· FFS: Whether an SA can schedule multiple transmissions of a data packet in the current and in the next scheduling periods.

Proposals:

· Independent and semi-static allocations are supported for transmission of data packets.
· Receivers attempt decoding of active semi-static allocations even if no SA is received.

· FFS: Duration of the behavior and conditions.
· FFS: Maximum duration of a semi-static allocation and conditions for ending it.
· The SA carries one bit indicating whether it schedules a data packet using semi-static or independent allocation.
Observation:

· Transmission patterns for SA are not suitable for reducing the IBE by means of FDM co-scheduling UEs with compatible IBE patterns.
· In case of SA retx, the resource scheduler must have full flexibility in selecting independently the resources for each (re)tx of the SA within the pool.
Proposal:

· Resources for (re)transmissions of SA are not constrained to predefined patterns.

Observation:

· Transmission patterns for data are not suitable for reducing the IBE by means of FDM co-scheduling UEs with compatible IBE patterns.
· In case of data retx, the resource scheduler must have full flexibility in selecting independently the resources for each (re)tx of the data within the pool.
Proposal:

· Resources for (re)transmissions of data packets are not constrained to predefined patterns.
Proposal:

· The guard period is considered for ultra-fast scheduling or for pre-emption purposes.
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