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1. Introduction
In RAN1#82, the following agreements/observations were reached: 
Agreement: 

· For coverage enhancement, an M-PDCCH candidate is composed by consecutive valid subframes

· For an M-PDCCH UE-specific search space for a UE at least in normal coverage/ small coverage enhancement

· M-PDCCH candidates with different L (aggregation level) is supported

· FFS: other coverage enhancement case(s)

Agreement:

· Working assumption: 

· M-PDCCH common search space (CSS) is necessary at least for paging and RAR

· Note: the name may be revisited if there is issue identified

· If CSS is necessary, 

· Different UEs can monitor M-PDCCH CSS in different narrowbands and in different subframes

· FFS whether or not to support more than one decoding candidate of the CSS in a narrowband. If it is supported, FFS for UEs monitoring the same narrowband, whether or not the UEs may monitor different decoding candidates of the CSS in the narrowband

· FFS: Starting subframe of M-PDCCH CSS and starting ECCE index of M-PDCCH candidate(s) for a CSS in a narrowband 

· For an M-PDCCH CSS for a UE in coverage enhancement

· M-PDCCH candidates with different R (number of repetitions) is supported

Agreements:
· PUSCH HARQ feedback is realized using M-PDCCH

· Note that this does not preclude HARQ feedback to multiple UEs by single M-PDCCH

Agreement:

· For an MPDCCH transmitted with a repetition number R, the UE is able to determine R 

Working assumption:

· For unicast, DCI format for no and small repetition levels are same. (=DCI format M1)

· For unicast, DCI format for other repetition levels are same. (=DCI format M2)

· DCI format M1 size and DCI format M2 size can be different

· UE monitors only either DCI format M1 or DCI format M2

· FFS whether DCI format size for scheduling PDSCH and PUSCH are same or not

· If there are not the same, it means there will be M3 and M4 for the other link

· FFS M1 size and/or M2 size can be from the existing DCI format size(s)

2. Physical Downlink Control Channel
The following aspects are considered for physical control channels:
· Narrowband operation: 

· The location of the narrowband can be indicated by the network with retuning from the center 6 RBs. 
· Half duplex operation: 

· Half duplex operation should be supported, such that no simultaneous DL and UL channels are simultaneously operated.
· This allows more efficient RF implementations, e.g. on chip PA and elimination of duplexer. 

· Support new control channel MPDCCH, which is similar to EPDCCH but more optimized for MTC applications. 

· For UEs in coverage enhancement mode, support cross subframe scheduling. Bundled PDSCH can start after the bundled MPDCCH. 

3. Tone and port mapping

EPDCCH has two different structures for tone/resource mapping:

· Localized mapping: Each ECCE contains RE in the same PRB, one port transmission. 
· Distributed mapping: Each ECCE contains RE spread across PRB, uses two port transmission.
The distributed mapping is designed to provide frequency and space diversity with the aforementioned tone and resource mapping: each port can use a different precoder, and the tone mapping is performed to spread across all assigned resource blocks.

For eMTC users both diversity sources are desirable, but the frequency diversity gain from distributed mapping is limited due to the narrowband operation. As a drawback, the distributed tone mapping will use part of all (or most) of the RB in a narrowband, thus preventing the simultaneous transmission of MPDCCH and associated PDSCH.
We propose to use a new MPDCCH format with localized tone mapping and distributed port mapping. An example of this mapping is shown in Figure 1: RE in an EREG are sequentially mapped to port 107-109. If a pure localized mapping is desired (e.g. if PMI is available at the eNB) it can be signaled to the UE so that it can combine the DMRS from both ports for channel estimation purposes. 
Note that this mapping enables multiplexing eMTC UE and legacy UE with localized EPDCCH in the same RB. This is desirable especially to multiplex UE in good coverage, where an aggregation level of L=2 ECCE might be enough to decode DCI.
Proposal 1: Support MPDCCH with localized tone mapping and distributed port mapping at least for UE without coverage enhancements.

Proposal 2: Do not preclude the possibility of multiplexing MPDCCH of eMTC UE in normal coverage with EPDCCH of legacy UE.
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Figure 1 MPDCCH candidate with aggregation level L=2, localized tone mapping and distributed port mapping. RB2 can be reused for associated PDSCH.
4. Use of DMRS + CRS
It has been already agreed that demodulation of MPDCCH is based at least on DMRS. This agreement, however, does not preclude the use of other reference signals to aid demodulation.

For the case of UE in coverage enhancement mode, CSI at the transmitter is expected to be reduced because of the overhead/power consumption necessary to convey this information to the transmitter, and the expected low accuracy of the estimated channel due to low SNR. Thus, UE in large coverage enhancement mode will benefit more from diversity-oriented transmission than from beamforming-oriented transmission. Due to the lack of CSIT, precoding at the eNB should use orthogonal precoders to attain space diversity, and any pair of orthogonal precoders will get the same diversity. At the UE side, additional channel estimation observations can be obtained if the precoders are fixed, such that CRS tones can be used to enhance the DMRS channel estimation. 

Also, if precoding is fixed, a UE can wake up a bit earlier (e.g. before blind decoding an MDPCCH) and start tracking the channel using the CRS (note that this cannot be done by using DMRS, as they are only present when a transmission to a particular UE is performed). In Figure 2 we show the performance of CRS + DMRS precoding, where a 1dB gain is observed with respect to DMRS-only channel estimation.
Proposal 3: Use fixed (e.g. predetermined by spec) precoding for MPDCCH at least for UE in large coverage enhancement mode. The fixed precoding enables the use of CRS+DMRS channel estimation.
Additionally, it would be desirable to have a similar precoding structure for PDSCH, as it would enable the reuse of the same hardware by both channels. Also, if PDSCH is transmitted in the same narrowband as MPDCCH, both channels could use the same precoding such that the bundled channel estimation from MPDCCH can be reused for PDSCH demodulation.
Proposal 4: Use the same precoder for MPDCCH and subsequent PDSCH in the same narrowband to enable channel estimation bundling between both channels.
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Figure 2 Performance comparison of fixed precoding with and without CRS channel estimation. The gain provided by CRS tones is ~1dB.

4.1. PRB bundling

In RAN1 #81 it was proposed to use PRB bundling (using the same precoder in more than one RB to enhance channel estimation) for improved MPDCCH reception. In this section we present some concerns about the complexity of supporting PRB bundling (especially at the UE side) if localized mapping is used.

MPDCCH is a channel that is blind decoded, i.e., the presence of MPDCCH is detected by correctly decoding the DCI payload. Also, the DMRS used for MPDCCH demodulation is only present in an RB if that RB carries MPDCCH. Thus, when performing channel estimation for MPDCCH, there is some uncertainty on the number of RB that MPDCCH might use for the case of localized mapping. As an example, consider one localized MPDCCH search space with 6RB, for which we can define the following numbers of decoding candidates:
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Figure 3 Example of decoding candidates for MPDCCH with 6RB search space

Without PRB bundling, the demodulation/blind decoding process is as shown in Figure 4. We have to do 6RB channel estimation, equalization, and LLR computation. The only part that is affected by the number of candidates is the blind decoding block.
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Figure 4 Blind decoding process without PRB bundling
If we enable PRB bundling, the steps up to LLR calculation used for smaller aggregation levels cannot be reused for higher aggregation levels, e.g. when we perform channel estimation for aggregation level 4 we use the DMRS for RB0, but when we perform channel estimation for aggregation level 8 we use the DMRS for RB0 and RB1. An example of the complexity increase is shown in Figure 5.
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Figure 5 EPDCCH blind decoding processing with PRB bundling and localized tone mapping.
We observe that without PRB bundling we perform 6RB worth of channel estimation and LLR calculation (with the corresponding memory). With PRB bundling, the processing is increased to 22RB of channel estimation and LLR calculation, i.e., 3.6 times more processing that without PRB bundling. In the case of distributed mapping, all RB are used for one MPDCCH candidate, so this problem does not exist. Thus, for localized mapping, we should restrict the RBG size to be of the smaller or equal than the smallest aggregation level monitored by the UE, e.g. if aggregation level 4 is monitored no PRB bundling is allowed. If the UE is operating in coverage enhancement mode with MPDCCH bundling, then small aggregation levels should not be monitored. For example, the UE would only monitor aggregation level 16 and 24. In such a case, the RBG can be set to 2 or 4RB without any increase in complexity. 

Proposal 5: When considering PRB bundling in MPDCCH localized mode, RBG size is restricted to be smaller or equal than the smallest aggregation level monitored by the UE. This enables PRB bundling without a complexity increase at UE side.
5. Reduced DCI format 
Due to the limitations of eMTC operation (e.g. limited TB size, narrowband operation) the size of DCI can be reduced. In this section we present some guidelines for DCI payload reduction in the different fields.

· Limited resource allocation: Due to narrowband operation, less bits are needed to signal assignments. For example, for a 10MHz channel:
· For PDSCH same-subframe scheduling, a maximum of 5 RB can be assigned (the other will be used by MPDCCH). 15 possibilities ( 4 bits.

· For PDSCH cross-subframe scheduling, or PUSCH, a maximum of 6RB are assigned. If non-overlapped narrowbands are used, there is a total of 8 narrowbands with 21 allocation possibilities in each (8 bits.

· For power-limited UE (i.e., bundled PUSCH), the RB allocation can be set to 1RB. Due to the low SNR regime, the UE is not able to exploit the additional degrees of freedom offered by multiple RB allocation, and in turn the channel estimation is degraded due to a lower PSD. If we limit the RB allocation to 1, the number of combinations is 50 (the number of RB), thus using 6 bits. The remaining 2 bits can be used to signal up to 4 different bundle sizes.

· Limited number of HARQ processes: Support a reduced number of HARQ, e.g. 4 HARQ. 4 HARQ can be signaled with 2 bits.

· For bundled case assume always RV=0 (2 bit saving)
· Reduced MCS set: The maximum TB size is 1000 bits, and only QPSK asd 16QAM are supported. The number of available MCS is MCS 0-16. If we reduce by 1 the number of MCS, we can signal the MCS in 4 bits.
· Localized/distributed RB flag (DL) or multi-cluster flag (UL): can be removed.

· Reduction in other fields: Use reduced precision for TPC, DMRS cyclic shift, etc.

Proposal 6: Use compact DCI format to signal UL and DL assignments. The compact DCI can be different for CE and normal coverage UE.
Additionally, it would be desirable to have a smaller number of MPDCCH blind decodes for complexity and power consumption reduction. This would also enable the reduction of the CRC size (for the same probability of false alarm). For example, a MPDCCH search space of 1RB could be introduced for UE in normal coverage, where only 3 blind decodes are needed (2 for aggregation level 2, 1 for aggregation level 4). This is a much smaller amount than the 16 blind decodings required for 8RB, for example. This reduction of a factor of 5 in blind decodes can be used to reduce the CRC size by two bits, for example (e.g. 14 instead of 16).

Proposal 7: Reduce the number of decoding candidates for MPDCCH. Support a 1RB EPDCCH search space.
6. Determination of repetition level 

When monitoring MPDCCH, the UE might monitor candidates with same aggregation level L and different repetition level R. For example, a UE might monitor candidates with aggregation level 24 (full 6 RB), and repetition levels 1,2 and 4. In this case, if a UE correctly decodes the MPDCCH in subframe 1, we need to introduce a mechanism to be able to identify if the decode MPDCCH belongs to repetition level 1, 2 or 4. Otherwise, the UE would not know the scheduling timing assumed by the eNB. For example, if the repetition level is 4, then the corresponding PDSCH may start in the fifth subframe.

Different mechanisms can be applied to enable this repetition level detection. One option, for example, would be to change the tone mapping or coded bit scrambling depending on the repetition level, but these changes would require increasing the number of blind decodes in order to perform early termination. In the example above, consider that the different repetition levels use different tone mapping order. In such a case, the UE would need to perform blind decodings for R=1, 2 and 4, which increases the number of blind decodings by a factor of 3. The use of different scrambling sequences for coded bits has the same effect, where the UE has to descramble the LLRs by different sequences, and then perform TBCC decoding.

We propose to introduce the mechanism for bundling identification before TBCC coding, such that the number of blind decodings per subframe is not increased, and also early termination is enabled with a much reduced computational cost. Another possibility would be to introduce an additional field in DCI to identify the repetition level, but that would be moving in the opposite direction of many RAN1 efforts to reduce the DCI size for UE in deep coverage. There are different strategies to perform this identification without any increase in payload size

1. One option, for example, could be to scramble the CRC with only 14 bit of the RNTI, where the two last bits are used to determine the bundle size (this option would decrease the number of available RNTI by a factor of 4). In this case, only one decoding and CRC check is needed 

2. Another option would be to scramble the whole DCI with a sequence that depends, for example, on the RNTI as well as on the repetition level. In this case, the intended UE would need to perform a single decoding followed by multiple descrambling and CRC checks, but without the need to perform additional blind decodings. For other UE, the sequence in the decoded DCI would be completely random, and thus the number of available RNTI is kept constant.
Note that these mechanisms increase the probability of false alarm exactly in the same way as other strategies, e.g. changing tone mapping or scrambling the coded bits. For example, if we are monitoring 4 different repetition levels, and use strategy (1) above, the probability of false alarm would be given by 14 bit CRC check (the other two would be used to determine the repetition level). For the case of performing different tone mapping, the CRC is still 16 bits, but we need to perform 4 blind decodings/CRC checks to check all the possible repetition levels, thus giving the same false alarm probability.
Proposal 8: The MPDCCH repetition level is identified by modifying the payload before coding, e.g. by scrambling the DCI with a repetition-dependent sequence. This enables to monitor multiple repetition levels simultaneously without the need to perform additional blind decodings.
7. Complexity reduction

Due to cost constraints and narrowband operation, it is desirable to limit the complexity of the MPDCCH detection procedure by limiting the number of blind decodings a UE has to perform in every subframe. We propose to limit the number of total blind decodings to a reasonable number (e.g. 16). Some options to keep this number small while having flexibility are:

· Uplink and downlink grants have the same size (UE only monitors one DCI size).

· UE specific and non-UE specific search spaces are not monitored simultaneously.

· The repetition level is determined based on the mechanism in Section 6

Proposal 9: Keep the number of total MPDCCH blind decodings per subframe to a reasonable level (e.g. 16). The number of blind decodings can be reduced by only monitoring one search space and DCI size at the same time.

8. Support of multiple aggregation levels for CE UE

In RAN1#82 it was agreed that MPDCCH candidates with different L were supported for UE in normal coverage/small coverage. For the case of UE in large coverage enhancement mode, the support of different L can be also useful from an eNB flexibility point of view. For example, consider the case of 2UE in large coverage enhancement monitoring a 6RB search space in the same narrowband for MPDCCH. If different aggregation levels are not supported, then the eNB cannot schedule both UE at the same time, as there would be no multiplexing inside a narrowband. If two different aggregation levels are monitored, the eNB could power-boost each UE such that the MPDCCH is decodable with a smaller aggregation level.

Proposal 10: Support monitoring of multiple aggregation levels L for UE in coverage enhancement.
9. Search space initialization and configuration
It is still an open issue how to initialize the different MPDCCH search spaces. We consider the non-UE specific search spaces for RAR and paging, and the UE-specific search space.
· Paging and RAR: the different parameters for paging and random access are defined in SI in a structure similar to RadioResourceConfigCommonSIB. If multiple PRACH resources are defined, then different RAR regions can be defined, such that a UE would monitor one region or the other depending on the transmitted PRACH (e.g. depending on the bundle size). Multiple paging narrowbands can be defined as well, and the UE will monitor one of them depending on the UE ID.
· UE-specific: The UE specific search space should be configured by RRC. Thus, message 4 is the best candidate for this. 
Proposal 11: The MPDCCH search space for RAR and paging are initialized in SIB. The UE-specific search space is defined in message4.
10. Summary

Proposal 1: Support MPDCCH with localized tone mapping and distributed port mapping at least for UE without coverage enhancements.

Proposal 2: Do not preclude the possibility of multiplexing MPDCCH of eMTC UE in normal coverage with EPDCCH of legacy UE.
Proposal 3: Use fixed (e.g. predetermined by spec) precoding for MPDCCH at least for UE in large coverage enhancement mode. The fixed precoding enables the use of CRS+DMRS channel estimation.

Proposal 4: Use the same precoder for MPDCCH and subsequent PDSCH in the same narrowband to enable channel estimation bundling between both channels.

Proposal 5: When considering PRB bundling in MPDCCH localized mode, RBG size is restricted to be smaller or equal than the smallest aggregation level monitored by the UE. This enables PRB bundling without a complexity increase at UE side.

Proposal 6: Use compact DCI format to signal UL and DL assignments. The compact DCI can be different for CE and normal coverage UE.
Proposal 7: Reduce the number of decoding candidates for MPDCCH. Support a 1RB EPDCCH search space.
Proposal 8: The MPDCCH repetition level is identified by modifying the payload before coding, e.g. by scrambling the DCI with a repetition-dependent sequence. This enables to monitor multiple repetition levels simultaneously without the need to perform additional blind decodings.
Proposal 9: Keep the number of total MPDCCH blind decodings per subframe to a reasonable level (e.g. 16). The number of blind decodings can be reduced by only monitoring one search space and DCI size at the same time.

Proposal 10: Support monitoring of multiple aggregation levels L for UE in coverage enhancement.
Proposal 11: The MPDCCH search space for RAR and paging are initialized in SIB. The UE-specific search space is defined in message4.
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