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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
It has been proposed to introduce pre-processing of the HARQ-ACK bits prior to the tail-biting convolutional code (TBCC) encoder. This includes either specifying HARQ-ACK bit interleaving [1] or HARQ-ACK bit scrambling [2]. The claimed benefit of bit interleaving is to support new decoding algorithms using a priori information. The claimed benefit of bit scrambling is to improve the detection probability of the all-ones information word (only ACKs). In this contribution, we discuss the motives for these techniques and evaluate their performance.     
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]HARQ-ACK bit interleaving
The eNodeB has knowledge of which subframes/serving cells that were not scheduled and would therefore know that the UE transmitted a corresponding NACK for a non-scheduled subframe/serving cell. This could be utilized in the decoder as a priori information if the number of HARQ-ACK bits being fed back is larger than the number of HARQ-ACK bits for the actually scheduled subframes/serving cells. Consequently, this has its main application to cases where the HARQ-ACK codebook size is RRC configured, or is much larger than the number of actual HARQ-ACK bits. The motive for HARQ-ACK bit interleaving is to avoid large contiguous blocks of the known bits, which could result in improved performance when using the known NACK bits as a priori information in the decoder. However, there are several concerns with this approach:
· It was agreed in RAN#82 that the HARQ-ACK codebook size is dynamically determined, which limits the applicability of using the known NACK bits. Several solutions have been proposed which aim to indicate the number of HARQ-ACK bits and it is envisaged that the number of signalled HARQ-ACK bits from the UE will largely follow the number of HARQ-ACK bits corresponding to the actual scheduling of the eNodeB. The number of known NACK bits would therefore be small (or zero) in most cases, e.g., it was proposed that a set of HARQ-ACK codebook sizes are predefined with a granularity of 8 or 16 bits [1]. 
For the LAA case, NACKs may be transmitted for serving cells where the listen-before-talk (LBT) procedure has failed. The impact of this would only be relevant if the eNodeB has configured a large set of LAA serving cells for the UE. However, even in that case, the maximum channel occupancy time is 4 ms, i.e., when the LBT succeeds, the eNodeB can schedule 4 subframes. Hence, the ratio of average number of NACKs due to LBT failure and average number of actual ACKs/NACKs is , where  is the LBT failure probability. Thus, the number of NACKs due to LBT failure will dominate only when . However, it does not appear likely that the eNodeB would persist in scheduling an LAA serving cell with such large LBT failure probabilities. For lower and more reasonable values of , NACKs due to LBT failure would not be an issue. 
· Usage of the known NACK bits requires changes to the decoder, which may be highly optimized already.
· The specification effort of a HARQ-ACK bit interleaver would not be minor.
· Existing means for distributing large contiguous blocks of the known NACK bits without using interleaving are feasible, e.g., the HARQ-ACK bit ordering follows the serving cell index, which is RRC configured. Hence, the eNodeB may allocate the serving cell indices such that HARQ-ACK bits from carriers which are not frequently scheduled (assuming HARQ-ACKs should be fed back for such carriers) become uniformly distributed. A decoder using a priori bit information could thus be deployed in a proprietary manner, not requiring any specification support.
· There are other types of a priori information which could be incorporated in the decoder without requiring any specification impact, e.g., the probabilities of the ACK and NACK bits are not uniform. Information about the distribution of the ACK and NACK bits could be utilized by a MAP decoder in a proprietary fashion, not involving any standardization effort.
· The performance gain of using known NACK bits is not significant, as shown in [2][3], and below. One reason for this is that, when utilizing the CRC, the ACK-to-NACK probability is similar to the BLock Error Rate (BLER) [3] and the gains of decoding with known NACK bits are moderate for the BLER.

In Fig. 1, simulation results obtained using the assumptions of Table 1 in Appendix, show that there is no noticeable gain of a priori information for a few HARQ-ACK bits. Even with very many a priori bits (e.g., if only a few HARQ-ACK codebook sizes are defined), the gain is in the order of 0.5 dB. 
Furthermore, decoders utilizing known HARQ-ACK bits with HARQ-ACK bit interleaving should be compared to other decoding methods without having specification impact. One example is to utilize the actual probability distribution of the ACK and NACK bits in the decoding. This could be achieved by a MAP decoder. Fig. 2 shows that a decoding algorithm which assumes that , performs ~0.7 dB better than a decoding algorithm which assumes a uniform distribution,  for the case where the actual distribution is  This gain is larger than shown in Fig. 1. Hence, there is no strong motivation to specify any form of HARQ-ACK bit interleaving tailored to a certain decoding algorithm. 
[image: ]
Figure 1. Conditional ACK-to-NACK error probability as function of SNR for transmission on a non-frequency hopping PUSCH on a TU channel, using a CRC of length X=8, with HARQ-ACK bit interleaver, for different 64 HARQ-ACK bits, utilizing different number of a priori HARQ-ACK bits.
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Figure 2. Conditional ACK-to-NACK error probability as function of SNR for a MAP decoder for transmission on a non-frequency hopping PUSCH on a TU channel, using a CRC of length X=8, for 64 and 128 HARQ-ACK bits, where the receiver either knows the actual distribution  or assumes a uniform distribution , respectively.
HARQ-ACK bit scrambling
In [2] it was argued that the detection probability for the all-ones information word (i.e., all bits are ACKs) should be improved, since information words with few NACKs are more susceptible to fading. The reason why an information word with many bits being equal to one performs worse is mainly due to the DFT-precoding and is not necessarily an artefact of the TBCC. Without DFT-precoding, we have not observed any performance differences among the information words. This is due to that when many coded bits are similar, also the modulation symbols become similar, which will lead to that the DFT-precoder reduces the number of subcarriers used for the transmission. For example, only 1 subcarrier per SC-FDMA symbol would be used if a 12-point DFT is applied to a set of 12 equal modulation symbols. This makes the transmission more susceptible to noise and fading. When the payload is small, the codeword corresponding to the all-ones information word can contain a fairly large fraction of zeros due to the CRC. The large amount of coded bit repetition due to the rate-matching then preserves this fraction. If the payload is larger, the number of zeros due to the CRC will not play a significant role and there will also be less coded bit repetitions due to the rate-matching. 
It may first be noted that decoding failure of the all-ones information word leads to ACK-to-NACK errors, which are less critical than NACK-to-ACK errors. Secondly, the probability of an information word of only ACKs, or very few NACKs, needs to be understood. Considering the case with large HARQ-ACK payloads, e.g., a large number of carriers configured and/or DL heavy UL-DL configurations for TDD, a reasonable assumption is to consider small correlation among most of the HARQ-ACK bits. In the uncorrelated case, the probability for an information word containing  ACKs could then be determined by , where  is the number of HARQ-ACK bits and  the probability of ACK. The probability  may also apply to a correlated case where N is the number of bundles containing HARQ-ACK bits with correlation of one. 
Using the above probability, we plot in Fig. 3 (left), the number of NACK bits () corresponding to  when   as function of . It can be seen that the most probable number of NACKs is 0 only when the number of bits . Even with more conservative link adaptation, or consideration of a higher average ACK probability due to re-transmissions, the number of bits need to be when  . In Fig. 3 (right), we plot  as function of the number of NACK bits and it can be seen that, e.g.,  for , the probability of transmitting the all-ones information word is two orders of magnitude lower than transmitting an information word with 6 NACKs, which is the most probable number of NACKs when . 
Hence, the typical information word will not consist of ACKs only. We also note that any form of optimization for improving decoding probability for a particular information word is not straightforward
[image: ] [image: ]
Figure 3. The number of NACK bits for the set of most probable information words as function of the number of HARQ-ACK bits (left) and the probability of information words as function of the number of NACK bits (right).
since the most probable number of NACKs depends on the number of HARQ-ACK bits. Likewise, if the TBCC is used to encode CSI, there is no indication that a CSI report encoded by the all-ones information word is more common than any other information word. 
Focusing on the cases where few NACKs will be most common, i.e., small , we evaluate the HARQ-ACK performance assuming the TBCC is used together with the 8-bit CRC for these . Here, we consider a setup which minimizes the diversity effects among the parity streams from the TBCC encoder and use PUSCH-like transmission format (288 coded bits), with frequency-first-mapping of modulation symbols to REs, non-frequency hopping and a TU6 channel at 3 km/h, see Table 1. This is supposed to enhance the performance difference between a random information word and the all-ones information word.
Fig. 4 shows that the difference in ACK-to-NACK error probability is minor for  and  between a random information word and the all-ones information word. For , a difference of ~1 dB is observed. However, according to Fig. 3, the probability of having no NACKs is about one order of magnitude lower than having 3 NACKs. Thus, for the HARQ-ACK payloads where an information word with few NACKs is common, the performance difference is not significant, while the difference is significant only for large payloads, where an information word with few NACKs has small probability to occur.  
[image: ]
Figure 4. Probability of ACK-to-NACK error as function of signal-to-noise ratio for different number of HARQ-ACK bits, assuming either random HARQ-ACK bits or only HARQ-ACK bits with value one.

Conclusion
The gains of HARQ-ACK bit interleaving are not significant and there are other better performing decoding methods which could be deployed in a proprietary manner. Hence, there is no justification for specifying HARQ-ACK bit interleaving.  
The gains of HARQ-ACK scrambling are not significant for cases where an information word with few NACKs is probable. Hence, there is no justification for specifying HARQ-ACK bit scrambling.  
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Appendix
Table 1. Simulation assumptions.
	Parameter
	Setting

	Carrier frequency
	2 GHz

	Carrier bandwidth
	5 MHz

	Channel model
	TU, 3 km/h

	Antenna setup
	1Tx, 2Rx

	Channel coding
	Rel-8 TBCC and rate matching

	PUCCH format
	Non-FH PUSCH

	Channel estimation
	Practical

	Number of HARQ-ACK bits , Number of PRBs per slot
	(10,1), (20,1), (30,1)  (64,1), (128,2)

	CRC length
	8 bits

	HARQ-ACK bit interleaver
	TBCC sub-block interleaver (for Sec. 2)

	Performance metric
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