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1 Introduction

One key challenge that LAA has to address is the fair coexistence between LTE LAA and other technologies such as Wi-Fi, as well as the fair sharing of unlicensed spectrum among LAA devices from different operators. Since Listen-Before-Talk (LBT) is required by regulations in some regions for unlicensed spectrum access, LAA eNB shall conform to LBT requirements in order to be a “good neighbour”.
This contribution provides a brief introduction of LBT procedure, and analyzes potential specification impacts of fulfilling LBT requirements under LAA DL scenario, taking into account the differentiation among data traffic with different QoS requirements.
2 DL LBT operation
DL LBT procedure for LTE LAA has been discussed in SI phase, and it is recommended that a Category 4 LBT mechanism is the baseline at least for LAA DL transmission bursts containing PDSCH [1]. The Category 4 LBT scheme is extracted from the TR [1] and placed in the Annex for reference.
The Category 4 LBT scheme is assuming one set of parameters. It is yet to be discussed whether DL transmission of data traffic with different QoS requirements may require different sets of LBT parameters. 

For DL traffic, it has already been agreed in RAN2 that eNB will decide if a packet should be transmitted over licensed or unlicensed carriers. It is beneficial to provision different QoS support when designing LAA at the initial stage. An issue to be discussed is whether it is necessary to provide QoS differentiation through LBT procedure. 

There are two types of solutions to compare:

Solution 1: No differentiation in LBT operation, i.e., the same set of common LBT parameters is always applied in LBT operation. The QoS differentiation may be achieved by proper scheduling.

For example, whenever there is the need of DL data transmission over unlicensed carrier, the LBT operation is started with the same set of parameter, regardless of the QoS class of data which triggers the LBT procedure. The LBT parameter may be set according to a low QoS class, e.g. best effort traffic. The purpose to utilize parameters corresponding to best effort QoS class is to provide sufficient fairness to other technologies, while recognizing that LAA has the freedom to schedule higher QoS traffic on licensed carriers whenever needed. 
Once the radio resources have been secured /reserved by LBT successfully and a MAC PDU is requested to be constructed for transmission, the data of higher QoS priority has better opportunity of being included than the data of lower QoS priority. Under conditions of heavy congestion in the unlicensed band, Solution 1 seems not favorable to LTE because the LBT parameters may be too conservative compared to more aggressive LBT parameters used by Wi-Fi to carry higher priority QoS traffic such as voice and video. In this case, LTE has the possibility to limit the use of the unlicensed spectrum for best effort traffic only, and to schedule all voice and video traffic on licensed carriers. 
Observation 1: LAA DL system should support multiple QoS services over unlicensed carrier in Release 13; however, it may be achieved with a single set of LBT parameters corresponding to Wi-Fi’s best-effort traffic parameters for LBT.

Solution 2: LBT parameters is QoS class specific, such that data of higher QoS priority has better probability of reserving the channel than data of lower QoS priority. 
This is similar to the Wi-Fi solution of EDCA (Enhanced Distributed Channel Access). In the EDCA scheme, four ACs (access categories) are supported and each AC operates with a set of EDCA parameters i.e. contention window size limits, Arbitration interframe space (AIFS), and TXOP (transmission opportunity) limit. High priority AC encounters lower latency due to reduced backoff period. 
The LBT engines for different ACs run in parallel inside the same device. These engines sense the channel and decrement their backoff independently. When the backoff counter reaches zero it is evaluated if an internal collision for transmission happens. In this situation the engine that has higher traffic priority will go to the transmission of the packet while the other one with a lower AC priority goes back to backoff after doubling the backoff window.

In a TXOP the WiFi shall transmit only packets that carry the primary AC, more precisely the AC for which the TXOP was requested. However, there is an exception to this rule for DL-MU-MIMO transmissions (available only in 11ac) where packets of a secondary AC are allowed to be sent in a single DL-MU MIMO.

When there is only one QoS class of data to be transmitted over unlicensed carrier, it is obvious that the LBT operation should apply the parameters of that specific class accordingly and run a single channel access engine. However, when mixed data of multiple QoS classes are waiting in the buffer to be transmitted over unlicensed carrier, several variations may be considered: 
Solution 2-1: multiple access engines are running in parallel, with each access engine running according to the set of LBT parameters corresponding to one QoS class of data in the buffer respectively. As depicted in figure 1.
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Figure 1: parallel multiple LBT engines
Assuming LBT engine for QoS class 1 win the channel, eNB will schedule data of QoS class 1 during the corresponding TxOP duration, eNB may schedule data of QoS class 2 only if data of QoS class 1 is emptied and there is still room in TxOP of QoS class 1. LBT engine for QoS class 2 should execute a back-off procedure and consider the channel is in use in the TxOP duration of QoS class 1. Usually the time length of TxOP are different for different QoS classes, e.g. if QoS class 1 is of higher priority, its TxOP is shorter than that of QoS class 2. 
If two devices WiFi and LAA will compete for the channel, the one with highest AC priority should win the access. Access parameters of the two technologies should be identical to make sure that no fairness issue appears.

Solution 2-2: a single access engine is running with one set of LBT parameters which takes into account QoS classes of all data in the buffer. For example, the set of LBT parameters may corresponds to the lowest QoS class of all data in the buffer, or corresponds to the lowest or highest QoS class of all logical channels to be scheduled for the next opportunity. As depicted in figure 2.
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Figure 2: single LBT engine
LBT may be performed before or after MAC PDU generation. TxOP is always assumed as 1ms regardless of different QoS classes.
If LBT is performed before MAC PDU generation, the eNB determines which LBT parameter set to use according to its scheduling decision, for example, the eNB may select LBT parameter set associated with the highest priority logical channel which it intends to schedule for the following opportunity. If eNB wins the contention, it generates MAC PDU from the buffer of the logical channel corresponding to the used LBT engine. If buffer of this logical channel is emptied and there is radio resource left, MAC SDUs from other logical channels can be multiplexed.
If LBT is performed after MAC PDU generation, eNB firstly generate MAC PDU according to its scheduling decision, then it performs LBT according to the parameter set corresponding to lowest priority class in the MAC PDU.
For both solutions 2-1 and 2-2, channel obtained by LBT engine of a higher priority QoS class should not be used to schedule data of lower priority QoS classes unless the buffer of higher priority QoS class is emptied and there is still radio resource left. 
Observation 2: only one access engine is running at a time for both Solution 1 and Solution 2-2, while multiple access engines might run in parallel under Solution 2-1.
Considering the complexity and work load of solution 2-1 for parallel LBT engines, it should be discussed if a single LBT engine with either solution 1 or solution 2-2 is sufficient for R13 to meet the time frame of the LAA WI. 
Proposal: LBT parameters are QoS class specific, and a single access engine as described in solution 1 or solution 2-2 is adopted for R13 DL operation.
3 Conclusion

This contribution discusses the stage 3 DL LBT standardization impacts, it is proposed that:
Observation 1: LAA DL system should support multiple QoS services over unlicensed carrier in Release 13; however, it may be achieved with a single set of LBT parameters corresponding to Wi-Fi’s best-effort traffic parameters for LBT.

Solution 1: No differentiation in LBT operation, i.e., the same set of common LBT parameters is always applied in LBT operation. The QoS differentiation may be achieved by proper scheduling.
Solution 2-2: a single access engine is running with one set of LBT parameters which takes into account QoS classes of all data in the buffer. For example, the set of LBT parameters may corresponds to the lowest QoS class of all data in the buffer.
Proposal: LBT parameters are QoS class specific, and a single access engine as described in solution 1 or solution 2-2 is adopted for R13 DL operation.
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ANNEX[1]
Category 4 LBT scheme description
The LBT scheme defined here is based on the procedure in Option B in clause 4.8.3.2 of [5] except for the following modifications to form a category 4 LBT scheme that ensure fairness with Wi-Fi:
-
The size of the LAA contention window is variable via dynamic variable  backoff or semi-static backoff between X and Y ECCA slots. Further details are provided below.

-
One candidate for variation of the contention window is exponential backoff. It should be noted that most of evaluations are based on exponential backoff.
-
The value of X and Y is a configurable parameter

-
For PDSCH, the following two approaches to adjust the contention window size should be considered and it should be noted that a combination of the options listed below is not precluded.
-
Based on feedback/report of UE(s) (e.g. HARQ ACK/NACK)
-
Based on eNB’s assessment (e.g. sensing based adjustment)
-
Consider minimum ECCA slot size smaller than 20 µs.
-
The initial CCA (ICCA) can be configurable to be comparable to the defer periods of Wi-Fi (e.g., DIFS or AIFS)
-
When ECCA countdown is interrupted, a defer period (not necessarily the same as ICCA) is applied after channel becomes idle. No ECCA countdown is performed during the defer period.
-
The defer period is configurable. It can be configured to be comparable to defer periods of Wi-Fi (e.g. DIFS or AIFS). 
-
Initial CCA is performed to transmit a DL transmission burst when the eNB has not transmitted any signal/channel although the random backoff counter reached zero in the backoff procedure.

Adaptability of the energy detection threshold can be applied. In the above procedure, defer period is defined as the minimum time that a node has to wait after the channel becomes idle before transmission, i.e., a node can transmit if the channel is sensed to be idle for a time period not less than the defer period. The procedure described above is shown in Figure 7.2.1.6.1-1.
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Figure 7.2.1.6-1: Flowchart of DL LAA SCell Cat 4 LBT procedure












































































_1501109494.vsd
QoS class 1


QoS class 2


Busy


ICCA (win)


ICCA (fail)


TxOP


ECCA(win)


TxOP


ICCA or ECCA (fail)


TxOP


ECCA (win)


ICCA or ECCA (fail)


Busy


Busy



_1501109495.vsd
ICCA
 (LBT para set 1)


TxOP
 (LBT para set 1)


ICCA or ECCA
 (LBT para set 2)


TxOP
(LBT para set 2)


Busy


ECCA
 (LBT para set 2)


ICCA or ECCA
 (LBT para set 1)


QoS class 1&2



