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1. Introduction
In RAN#66, a work item proposal [1] for enhanced LTE device to device proximity services was approved, which includes defining enhancements to D2D communication to enable support for priorities of different groups. 
In this contribution, we discuss mechanisms to provide priority support.

2. Indication of packet priority
For priority support, 3GPP SA2 [2] agreed that the UE upper layers provide to the access stratum (AS) the priority of the data packets to be transmitted on PC5 interface. The access stratum uses the packet priority to support preferential transmission of packets both intra-UE and across different UEs. 3GPP SA2 suggests that support of 8 priority levels for the packet priority should be sufficient to support the mapping of application level priorities for a wide range of applications.
The off-network MCPTT priority requirements are defined in [3]. For MCPTT service, priority support is needed within a single group and across groups. While priority support within a single group can be achieved at the application layer, a UE needs to indicate the packet priority at the access stratum to enable priority support across groups. 
There are two ways to indicate packet priority levels:  
· Explicit indication of packet priority
N priority levels can be represented by integer numbers (e.g. 1,2,…,N) with the larger value representing higher priority. To enable priority support in the access stratum, the packet priority level can be included in PSCCH or a MAC CE of PSSCH so that a UE can know the priority levels of packets from transmitting UEs. 
Including priority information in a MAC CE of PSSCH is only suitable for priority support within a group since only UEs in the same group decode data packets from each other. On the other hand, including priority information in PSCCH applies to more general scenarios covering both within a group and across groups. It also facilitates operation when UEs are in DRX (discontinuous reception) state.  For 8 priority levels, only 3 bits are needed in PSCCH. 
· Implicit indication of packet priority
In RAN1#80bis [4], RAN1 has discussed the possibility of associating Mode 2 SA and data resource pools to application/group/user priorities. Considering the recent agreements in SA2, the SA and data resource pools allocation can be used to associate the pools with the  packet priorities. The association would be configured by the eNB or pre-configured by the network. Then the resource pool in which packets are transmitted would implicitly indicate packet priority level(s). However, an SA/data pool may correspond to multiple priorities, and therefore this method alone is not sufficient to convey priority information. 
Proposal 1: The priority information of data packets should be included in the corresponding PSCCH. 
  
3. Priority support for direct communication
In Release 12, both Mode 1 and Mode 2 resource allocation were specified for D2D direct communication. For Mode 1 with resource allocation by the eNB, the UE should report a priority indication of the pending data packets in the sidelink BSR, using the LCG ID field (e.g. where increasing LGC ID values indicate increasing priority) [5]. Then the eNB can allocate transmission resources according to the packet priority. 
For Mode 2 resource allocation, resource pools are semi-statically partitioned for  transmission of different priorities. More transmission resources can be configured for high priority traffic to provide more  transmission opportunities. However, since the resource pool configuration is semi-statically configured by higher layers, the above method may not be suitable for variable traffic arrival rates. For example, it may happen that the resource pool of low priority is over-crowded, whereas there are few transmissions in the resource pool of high priority. 
For Mode 2 with autonomous resource selection, it was recommended in RAN2 [5] to consider solutions other than static one-to-one association between priorities and resource pools.

Pre-emption mechanism for ongoing traffic
To provide priority support for the dynamic traffic case, data packets of multiple priorities are multiplexed in a resource pool with a pre-emption scheme being used for handling of different levels of priority. According to the pre-emption scheme, UEs with low priority data would withhold their contension for a D2D communication resource in a given pool in order for UEs with high priority data to transmit when there is congestion. Pre-emption would be triggered autonomously based on preconfigured conditions, such as when the load of observed ongoing transmissions with higher or same priority levels exceeds a preconfigured threshold of traffic load. The traffic load is a function of the D2D data arrival rate per priority level. The data rate of D2D traffic can be estimated via decoding PSCCHs and/or sensing PSSCHs. The traffic load threshold can be configured by the eNB or pre-configured by the network, depending on the data pool size and QoS requirement. 
With different data arrival rates from different D2D UEs, a data resource pool can accommodate parallel transmissions from multiple transmitting UEs. As shown in [6], the average collision probability and eventually the communication performance depend on the ratio of the number of UEs transmitting to the pool size. To guarantee QoS of parallel transmissions, we need to employ the traffic load threshold to control the data arrival rate.  If the traffic load is below the threshold, the UE keeps on transmitting. Otherwise, pre-emption may be triggered at the UE in order to leave room in the data pool for higher priority packets.  
Proposal 2: A pre-emption mechanism should be considered whereby UEs with low priority traffic are witheld from transmitting so as to leave resources available for higher priority UEs if the D2D data channel is overloaded.  

Traffic arrival access control mechanism   
Efficient access control schemes could avoid channel congestion. When the channel is sensed as busy in an SA period, the UE will continue trying the sensing of the following SA periods until the channel is sensed to be available. When the channel is sensed as available in an SA period, the UE may immediately contend for the channel at the next SA period by transmitting its PSCCH.  If all UEs waiting for transmission contend at the next SA after sensing an available channel, collisions will occur. An access control scheme could minimize the collision.  
The UE may employ a back-off mechanism as the access control mechanism. The UE might not transmit immediately in the following SA period if the channel is sensed as idle. Instead, the UE could start a back-off procedure. The number of SA periods for back-off would depend on the packet priority and the amount of available D2D data resource. By introducing back-off to the access scheme, we can largely avoid the situation where multiple UEs start transmitting SAs simultaneously in an SA period immediately after a channel is sensed to be free. Since a UE with higher priority would employ a shorter back-off on average, this access control scheme would provide higher priority traffic with more transmission opportunities.    
To achieve a similar effect as the back-off mechanism, a probability based access mechanism could also be employed. When the channel is sensed as idle in an SA period, the UE accesses the channel in the next SA period with an access probability. The access probability for a UE would be associated with packet priority and the amount of available data resource.
Such access mechanisms can be coupled with the pre-emption mechanism to provide dynamic priority support for direct communication. 
Proposal 3: A back-off based or probability based access control mechanism should be considered to minimize data channel congestion. 

4. Conclusions
In this contribution, we discuss mechanisms to provide priority support for direct communication.  
We make the following proposals:
Proposal 1: The priority information of data packets should be included in the corresponding PSCCH. 
Proposal 2: A pre-emption mechanism should be considered whereby UEs with low priority traffic are witheld from transmitting so as to leave resources available for higher priority UEs if the D2D data channel is overloaded.  
Proposal 3: A back-off based or probability based access control mechanism should be considered to minimize data channel congestion. 
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