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Discussion and Decision
1. Introduction
Rel-13 includes the standardization of the enhanced carrier aggregation (eCA) where the number of component carriers (CCs) that can be aggregated is increased (with respect to Rel-12 CA) to 32 CCs. 
In this document we discuss enhancements to the scheduling information and cross-carrier control to enable efficient operation and good scalability for eCA where the number of aggregated CCs can be large.   
2. Discussion
Rel-13 standardization of eCA assumes the support of up to 32 CCs. Supporting such large number of CCs poses some new design requirements with respect to the Rel-12 CA where the number of supported CCs was up to 5. In particular, the control design has to scale better with the increased number of CCs. The scalability has to be improved with respect to the overhead, blind decoding requirements, and the false alarm probability.
2.1. Joint Grant

A possible solution that can address the scalability requirements from the perspective of resource assignment is a joint grant. Not only that joint grant can provide reduced control overhead, reduced number of blind decodes, and reduced false alarm probability, but it also implicitly provides for the cross-carrier scheduling that may be desirable in some scenarios. The cross-carrier scheduling can especially be needed for resource assignment on CCs operating in unlicensed spectrum from a CC operating in a licensed spectrum.  
Proposal 1: Introduce joint grant in eCA to scale better with the increased number of CCs and address the need for cross-carrier control from CCs in licensed to CCs in unlicensed spectrum.

· The scalability should be improved with respect to the overhead and blind decoding requirements. 
One approach in designing a joint grant may include the following features:
· Semi-statically determined DCI length
· Calculated based on the number of configured CCs for joint grant/cross-carrier control
· Content interpretation depends on how many CCs out of all configured for joint grant/cross-carrier control are scheduled at a given instance
· E.g. HARQ info, MCS, NDI, RV, DAI, precoding provided for scheduled CCs only
· Resource block assignment granularity depends on the number of scheduled CCs
· E.g. 1-bit (signaling that the CC is scheduled or not scheduled) for 32 scheduled CCs, and larger number of bits as the number of scheduled with respect to the number of configured CCs for cross-carrier control decreases. The RB granularity is coarser with the larger number of CC, which seems as a good tradeoff between the overhead and the actual need for granularity for this scenario (as discussed in [1]) 
DCI content could contain the following:

· Scheduling bitmap
· Determines which CCs out of configured CCs for cross-carrier control are scheduled. The number of bits in the bitmap is equal to the number of configured CCs for joint grant/cross-carrier control
· TPC command for PUCCH
· While the number of PUCCH configured on the cells that are cross-carrier controlled from the cell carrying the DCI could be in theory larger than 1 in eCA, it is reasonable to assume that the cells configured for the same cross-carrier control cluster (joint grant) would have one common PUCCH

· HARQ process number, MCS, NDI, RV, DAI, precoding info
· Provided per scheduled CC per codeword

· Resource block assignment

· Granularity depends on the number of scheduled CCs with respect to the number of configured CCs for joint grant/cross-carrier control

· For 32 scheduled CCs out of 32 configured CCs there will be no additional bits for resource block assignment. That would correspond to the coarsest allocation determined as scheduled or not scheduled for the entire CC, as indicated by the scheduling bitmap

· The DCI size is determined by the number of configured CCs for joint grant/cross-carrier control with the coarsest allocation

· If number of scheduled CCs is smaller than the number of configured CCs for joint grant/cross-carrier control, the additional bits are utilized for better granularity of RB assignment. The additional bits come from the leftover bits not utilized for the information that is provided per scheduled CC.
While the above approach to designing a joint grant can provide the overhead reduction through resource block assignment, single CRC, and possibly some other small savings (e.g. MCS), the overhead could further be reduced at the cost of coarser granularity across all grant components. Namely, instead of providing the scheduling information per scheduled CC it can be provided per group of CCs. RRC could configure the groups of CCs, specifying the number of groups and CC association to a group. One CC may be associated with one group only or with multiple groups. The number of groups and number of CCs within a group could be limited e.g. to 8 and 4, respectively. The resource block assignment for a group of CCs can be done as
· Option 1
· Scheduling bitmap is per CC
· A CC group is scheduled and scheduling information (MCS, HARQ, …) for the group provided if at least one CC from the CC group is scheduled (as determined by the scheduling bitmap per CC)
· RB allocation is per set of scheduled CCs within a group of CCs. RBs of scheduled CCs within a CC group are considered jointly (e.g. consecutively ordered based on serving cell ID)
· Option 2

· Scheduling bitmap is per CC group

· Resource allocation is per scheduled CC group, where granularity depends on the number of available bits (that depends on the number of scheduled CC groups)

· A CC group resources are considered jointly across all CCs that the group consists of, as a consecutive group of RBs (RB numbering done based on the serving cell ID in ascending order).
Option 1 can provide better resource block assignment granularity compared to option 2, at the expense of overhead. However, the underlying method for both options, where the scheduling information is transmitted per CC group, already can give significant overhead reduction, so incremental reduction of option 2 over option 1 may not justify the resource block assignment granularity sacrifice. However, this level of detail can be discussed later in the design.
Proposal 2: Enable grouping of CCs, such that the scheduling information in the joint grant is provided per CC group.
2.2. Individual Grant per CC Group
An alternative to the above discussed joint grant is an individual grant per CC group. Specifically, RRC could define the CC groups, and Rel-12 (like) individual grants could be utilized per each CC group. Unlike in the case of joint grant with CC groups where the scheduling information is conveyed for all scheduled CC groups, in the individual grant per CC group, only the scheduling information of the indicated CC group is provided. The scheduling information is common for all CCs in the group. Resource assignment can be based on the composite bandwidth of all CCs in the group either with 1 RB granularity (needs larger number of bits than for the same type of assignment for 20 MHz) or based on the decreased resource assignment granularity to scale to the 20 MHz bandwidth requirement in terms of number of bits for resource assignment (e.g. if composite bandwidth is 60 MHz, resource assignment granularity is 3 RBs).
2.3 Joint and Individual Grants
As discussed in [1], in scenarios where large number of CCs is needed to support UE’s traffic needs, it is reasonable to assume that resource assignment granularity is not that important to the limit that it becomes only relevant whether a UE is scheduled on a CC (across all resources) or not scheduled at all on that CC. Also, in the small cell deployments the number of UEs per cell is expected to be small, which implies that extensive UE multiplexing and good granularity resource sharing is not needed. However, for some small number of CCs it may be desirable to preserve the granularity of the scheduling information as it is provided in the legacy system (Rel-12). Such an example may be PCell and possibly other small number of SCells operating in the licensed spectrum and possibly serving large number of UEs. Having that in mind, a suitable approach for resource assignment should include the combination of a joint grant (or individual grant per CC group) and some small number of individual (per CC) grants. The former would address larger number of CCs (where scheduling granularity is not crucial and overhead/blind decoding/false alarm are important to scale well) and the latter one would address the CCs for which it is desirable to preserve legacy scheduling granularity (at the expense of overhead/blind decoding/false alarm). The method to be used for granting resources for each of the configured CCs would be determined by RRC configuration. The number of cells that can be individually granted resources should be limited, e.g. to 5 or 8 (convenient to reuse CIF field present in legacy control).
In a subframe UE may receive joint and individual grants, joint and individual grants targeting different cells. If for a given cell individual grant is transmitted, the assignment for that cell is omitted from the joint grant (if there is one in the same subframe). This allows for better efficiency in case of small number of cells are to be scheduled for a UE (e.g. due to the limited data availability for that UE). Namely, instead of utilizing the larger joint grant for scheduling of few cells, the cells would be scheduled with the individual grants. Therefore the combination of joint and individual grants can provide more efficient operation when only a few cells are scheduled out of large number of configured cells.
Proposal 3: Allow configuration where joint/individual per CC group grant and individual grants can be used at the same subframe, granting resources to different CCs.

Proposal 4: The number of CCs that can be individually granted resources is limited, e.g. to 5 or 8.
3. Conclusion
In this document we discussed enhancements to the scheduling information and cross-carrier control to enable efficient operation with up to 32 CCs. We concluded that solution that can address the scalability requirements from the perspective of resource assignment is a joint grant. Not only that joint grant can provide reduced control overhead, reduced number of blind decodes, and reduced false alarm probability, but it also implicitly provides for the cross-carrier scheduling that is needed in some scenarios (such as for CCs operating in an unlicensed spectrum where the scheduling information needs to come from a CC operating in a licensed spectrum). An alternative to the joint grant is an individual grant per CC group.

We also concluded that it is desirable to allow a configuration where joint/individual per CC group grant and individual grants can be used at the same subframe, granting resources to different CCs. This provides flexibility to utilize legacy grants for some of the CC when needed, e.g. for better scheduling granularity and/or for efficiency when only a few cells are scheduled, out of the large number of configured cells.
Based on these conclusions we propose the following:

Proposal 1: Introduce joint grant in eCA to scale better with the increased number of CCs and address the need for cross-carrier control from CCs in licensed to CCs in unlicensed spectrum.

· The scalability should be improved with respect to the overhead and blind decoding requirements. 
Proposal 2: Enable grouping of CCs, such that the scheduling information in the joint grant is provided per CC group.
Proposal 3: Allow configuration where joint/individual per CC group grant and individual grants can be used at the same subframe, granting resources to different CCs.

Proposal 4: The number of CCs that can be individually granted resources is limited, e.g. to 5 or 8.
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