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1 Introduction
According to [1], the design targets of an LAA system are 
-	A single global solution framework allowing compliance with any regional regulatory requirements
A single global solution framework for LAA should be defined to ensure that LAA can be operated according to any regional regulatory requirements. Furthermore, LAA design should provide sufficient configurability to enable efficient operation in different geographical regions. 
-	Effective and fair coexistence with Wi-Fi.
The LAA design should target fair coexistence with existing Wi-Fi networks to not impact Wi-Fi services more than an additional Wi-Fi network on the same carrier, with respect to throughput and latency.
-	Effective and fair coexistence among LAA networks deployed by different operators
The LAA design should target fair coexistence among LAA networks deployed by different operators so that the LAA networks can achieve comparable performance, with respect to throughput and latency.
It has been agreed [2] that the Listen-before-talk (LBT) courtesy mechanism is an important component for LAA in order to achieve a fair co-existence not only with other Wi-Fi, but also with other LAA devices. Simulations have shown that the presence of LAA without LBT can cause significant degradation to the Wi-Fi system [3]. LBT is defined as [1]
…a mechanism by which an equipment applies a clear channel assessment (CCA) check before using the channel. The CCA utilizes at least energy detection to determine the presence or absence of other signals on a channel in order to determine if a channel is occupied or clear, respectively. European and Japanese regulations mandate the usage of LBT in the unlicensed bands. Apart from regulatory requirements, carrier sensing via LBT is one way for fair sharing of the unlicensed spectrum and hence it is considered to be a vital feature for fair and friendly operation in the unlicensed spectrum in a single global solution framework.

As specified in the European regulations EN 301.893 [4], the LBT mechanism can be divided into two types: Frame Based Equipment (FBE) and Load Based Equipment (LBE). In FBE, the transmit/receive structure is not based on the instantaneous traffic. Instead, a clear channel assessment (CCA) is performed over a channel observation period ≥20μs at the beginning of every fixed frame period. If the channel is clear, the node can transmit over a duration of a given channel occupancy time. If the channel is busy, the node will have to wait until the end of the fixed frame before a new CCA is performed again. However, an IEEE 802.11 Wi-Fi AP accesses the channel continuously without a fixed frame structure. Rather, a random number is defined based on a certain contention window size.  The Wi-Fi AP transmits whenever this number of idle occurrences has passed. As pointed out in [8], if an LAA-LTE eNB were to adopt this approach, the performance of the eNB would suffer, as the eNB can only sense the channel once every frame while the Wi-Fi node does not have such a restriction. In fact, as discussed in [8], this approach is detrimental even in the case of LAA-LTE to LAA-LTE co-existence, as the transmitting node can potentially capture the channel for a long time. 






In the case of LBE, the transmit/receive structure is demand-driven. A CCA is performed, and if the channel is clear, the node would transmit over a given channel occupancy time that is no greater than  ms, where is selected by the vendor in the range between 4 and 32  If the channel is not clear, an extended CCA is performed where the channel is observed over a period of , where is selected uniformly between 1 and , and is the CCA observation time of no less than 20μs [4]. Similar to Wi-Fi, CCA is continuously performed without any restriction to frame boundaries. Although the extended CCA mentioned above is similar to the backoff mechanism in Wi-Fi, [4] does not mandate the backoff to be exponential as in the case of Wi-Fi. Thus, if the LAA-LTE backoff mechanism is fixed (i.e. as outlined in [4]) while that of Wi-Fi is exponential, the Wi-Fi performance will be unfairly impacted as numerically confirmed in [5], [6], and [7]. Additionally, as pointed out in contributions such as [9], [10], [11], and [12], the LBE is inherently unfair to Wi-Fi. This contribution attempts to examine the potential improvement of the exponential back-off as outlined in the option A of [14] relative to the fixed back-off in [4]. 
Having shown the impact of LAA upon Wi-Fi in the absence of LBT in [3], this follow-up contribution presents results for the DL transmissions in unlicensed spectrum with special focuses on 
1. the impact of LAA upon Wi-Fi in the presence of LBT. In particular, this contribution compares the effects of exponential [14] and fixed back-off for LBE LBT [4], with the modification suggested in [10]; 
2. the comparison of performance between LAA/Wi-Fi vs Wi-Fi/Wi-Fi network; 
3. the impact of the use of preamble detection (PD) and virtual carrier sensing (VCS) as compared to the use of ED alone during carrier sensing; 
4. the potential benefit of using a Clear-to-Send to Self (CTS-to-Self) with the NAV mechanism for channel reservation 

2 Simulation results and discussions
In this contribution, five groups of simulation cases are included. Within each group, 6 different traffic loads are simulated. The  value is set to be 32. The detail description of the simulation groups are shown in Table 1.  Further simulation assumptions and parameters are given in the Appendix. 
[bookmark: _Ref410332198]Table 1 Categories of simulation cases.
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Victim
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Detection
Reservation
Backoff
100s
Wi-Fi
Wi-Fi
-
-
-
200s
Wi-Fi
LAA-LBT
ED+PD+VCS
CTS-to-self
Exponential
300s
Wi-Fi
LAA-LBT
ED+PD+VCS
CTS-to-self
Fixed
400s
Wi-Fi
LAA-LBT
ED only
None
Exponential
500s
Wi-Fi
LAA-LBT
ED+PD+VCS
None
Exponential
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In this contribution, three different versions of the back-off mechanisms are used.  The first one is labelled as ‘Scheme A’, which corresponds to the LBE LBT proposed in [4] with the introduction of sub-frame boundary. The second version is labelled as ‘Scheme B (fixed)’, which corresponds to the back-off mechanism shown in Figure 2 with a fixed back-off as in [7]. The third version is labelled as ‘‘Scheme B (exp)’, which corresponds to the back-off mechanism shown in Figure 2 but with an exponential back-off as in Option A proposed in [14].
ICCA
Complete ECCA
Tx
Wait for subframe boundary
Wait for medium to become unoccupied
Medium occupied*?
N
Y
Y
CTS-to-self (optional)
Medium occupied?
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N

Figure 1 Scheme A back-off mechanism version.
ICCA
Complete ECCA (includes extra ICCAs**)
Set ECCA_completed = True
1.7.1: fixed value of n slots in 1..q
1.7.4: exponential back-off
Tx
Wait for subframe boundary
Wait for medium to become unoccupied
ECCA_completed == True?
Medium occupied*?
N
N
Y
Y
CTS-to-self (optional)
Set ECCA_completed = False
* This test is being continually applied during the whole period of waiting for the subframe boundary
** After every occupied slot during ECCA backoff, an extra 20us ICCA is required prior to recommencing the countdown/countup. It is analogous to the 34us DIFs of Wi-Fi.

[bookmark: _Ref410409240]Figure 2 Scheme B back-off mechanism version.
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[bookmark: _Ref410327721]Figure 3 Comparison between fixed and exponential back-off for victim Wi-Fi.
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[bookmark: _Ref410391310]Figure 4 Comparison between fixed and exponential back-off for aggressor LAA.

[bookmark: _GoBack]Figure 3 and Figure 4 show the downlink network throughput as a function of traffic load for the aggressor and victim networks respectively. Scheme B (exp) is expected to be more polite than the Scheme B (fixed) due to the extra exponential mechanism in the former. Scheme B (fixed), in turn, is expected to be more polite than the Scheme A due to the extra polite mechanism as described in Figure 2. The results confirm the expectation that Scheme A is the least polite, and the victim network suffers significantly at high load, while the aggressor dominates the channel. As the Scheme B (fixed) includes the extra polite mechanism, the victim network performance significantly improves. However, as LAA is still associated with the fixed back-off, while the Wi-Fi is with the exponential back-off, the results are still unfair towards Wi-Fi. Finally, the results for Scheme B (exp) suggest that LAA is more polite than necessary, and so the victim Wi-Fi network performs better than the aggressor LAA network. These observations are not entirely surprising, as the exponential back-off mechanism in [14] is not exactly the same as that in Wi-Fi. In other words, a better fairness can potentially be achieved through more refined parameter tuning, i.e. the speed of the exponential growth, defer time, etc. 



[bookmark: _Ref410329610]Figure 5 Comparison between LAA/Wi-Fi and Wi-Fi/Wi-Fi performance.

Figure 5 shows the comparison of network throughput between LAA/Wi-Fi and Wi-Fi/Wi-Fi networks based on Scheme B (exp). It can be seen that, in the case of Wi-Fi/Wi-Fi, both aggressor and victim achieve a very similar throughput as expected. This observation is consistent with the expectation due to the symmetry between the aggressor and victim. However, in the case of LAA/Wi-Fi, the aggressor performance is lower due to the fact that LAA is more polite than Wi-Fi under Scheme B (exp).


[bookmark: _Ref410330147]Figure 6 Comparison between LAA performance with and without channel reservation.

Figure 6 shows the downlink network throughput for the LAA/Wi-Fi scenario using Scheme B (exp), with and without medium reservation, both in the presence of preamble detection and virtual carrier sense. The results show that when medium reservation is absent, both LAA and Wi-Fi performance degrades due to increased chance for collisions. 


[bookmark: _Ref410330962]Figure 7 Comparison between cases with energy detection and with preamble detection and vitrual carrier sensing.

Figure 7 shows the comparison of downlink network throughputs for the LAA/Wi-Fi scenario using Scheme B (exp), with energy detection and with Preamble detection + virtual carrier sensing. In both cases, medium reservation is not available. Comparing Figure 6 and Figure 7, the results show that the performance of both aggressor and victim degrades visibly. This is due to the less accurate channel sensing, and thereby giving rise to an increased level of collisions. With energy detection, the ability for LAA to respect the Wi-Fi channel occupancy is reduced, and thereby causing further degradation to the victim Wi-Fi network. 

3  Conclusion 
Simulation results show that the use of a fixed back-off mechanism as described in [4] is not enough for LAA-LTE to provide a fair coexistence with Wi-Fi. However, simulation results suggest that the exponential back-off described in Scheme B (exp) may produces unfair results towards LAA. Based on the simulation results, further investigations need to be done in order to assess the fairness issue in LAA/Wi-Fi coexistence. 
Proposal 1: Using a larger CCA interval from 20  to something comparable to Wi-Fi interval of 43  (based on EDCA, Best Effort Values) should be considered in future simulations
Proposal 2: Using an adaptive backoff window mechanism (such as exponential backoff) in ECCA as well as a more fine-tuned  value should be considered in future simulations. 
Proposal 3: LAA nodes should consider a CTS-Self mechanism to enable Wi-FI nodes detect start of a LAA transmission burst. 
Proposal 4: LAA nodes should consider including Wi-Fi Preamble Detection and Virtual Carrier to improve co-existence with WI-Fi.
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[bookmark: _Ref409539428]Appendix: 
Detailed Simulation Parameters and Assumptions
The working assumption and agreements from RAN1#79 on detailed coexistence evaluation assumptions in LAA are reproduced in the tables below with the addition of a column to report our implementation against each of these. 
Indoor scenario for LAA
	Indoor scenario for LAA

	Licensed cell
	Unlicensed cell
	Current assumption

	Layout for nodes
	For DL-only coexistence evaluations:
 
Two operators deploy 4 small cells each in the single-floor building. 
 
The small cells of each operator are equally spaced and centered along the shorter dimension of the building. The distance between two closest nodes from two operators is random. The set of small cells for both operators is centered along the longer dimension of the building.
  














	Only unlicensed cell is modelled

The location of the APs of one operator is equi-distance from APs of the second operator (with the exception of the edge APs).  







	Indoor scenario for LAA

	Licensed cell
	Unlicensed cell
	Current assumption

	System bandwidth per carrier
	10MHz
	20MHz
	Only a 20MHz unlicensed cell is explicitly modelled 


	Carrier frequency 
	3.5 GHz
	5.0GHz
	Use 5.3 GHz which is the centre frequency of the 5.0GHz unlicensed band (channel 60) 


	Number of carriers
	2 (one for each operator)
	For DL-only LAA coexistence evaluations: 1, 4 (to be shared between two operators) 
	One 20MHz channel for the unlicensed LAA-LTE cells to be modelled.  This is shared between the two operators.

	Total BS TX power
	24dBm (Ptotal per carrier)
	18 dBm across aggregated carriers
Optional: 24 dBm
	18dBm 

	Total UE TX power 
	Total UE TX power: 23dBm across aggregated cells
Max total UE TX power per cell in licensed spectrum: 23dBm
Max total UE TX power across aggregated cells in unlicensed spectrum: 18 dBm 
	18dBm 

	Distance-dependent path loss
	Small cell-to-Small cell, Small cell-to-UE: ITU InH [referring to Table B.1.2.1-1 in TR36.814]
Indoor UE-to-indoor UE: 3GPP TR 36.843 (D2D). 
(3D distance between an eNB and a UE is applied. Working assumption is that 3D distance is also used for LOS probability and break point distance)
	Same

	Penetration
	0dB
	Same 

	Shadowing
	ITU InH [referring to Table A.2.1.1.5-1 in TR36.814]
Working assumption is that 3D distance is used for shadowing correlation distance
	 Same as the ITU InH model with 1dB indoor handover margin (TR 36.814)

	Antenna pattern
	2D Omni-directional is baseline; directional antenna is not precluded
	Same

	Antenna Height: 
	6m 
	Same

	UE antenna Height
	1.5m
	Same

	Antenna gain + connector loss
	5dBi
	Antenna + connector: 5dBi  
2dB feeder loss to calibrate against TR36.814 InH model 

	Antenna gain of UE
	0 dBi
	Same

	Fast fading channel between eNB and UE
	ITU InH
	Ped A 3kmh assumed for LTE-LAA link level 

	Number of clusters/buildings per macro cell geographical area
	N/A
	N/A

	Number of small cells per cluster
	N/A
	N/A

	Number of small cells per Macro cell
	N/A
	N/A

	Number of UEs 
	10 UEs per unlicensed band carrier for DL-only LAA coexistence evaluations

	Same

	UE dropping per network
	All UEs should be randomly dropped and be within coverage of the small cell Example of a dropping method to achieve this with N=10 UEs: 
· Drop a large enough number of UEs, so that at least 10 UEs are covered by the small cell. 
Randomly select 10 UEs from the UEs that have coverage.
	Same

	Radius for small cell dropping in a cluster
	N/A
	N/A

	Radius for UE dropping in a cluster
	N/A
	N/A

	Minimum distance (2D distance)
	3m
	Assume 3m is the minimum distance for AP to UE not UE to UE or AP to AP distance.
Assume Local Area Base Station type with 45dB MCL as specified in 36.104 V11.9.0 (2014-07) 

	Traffic model
	FTP Model 3: Based on FTP model 2 as in TR 36.814 with the exception that packets for the same UE arrive according to a Poisson process and the transmission time of a packet is counted from the time instance it arrives in the queue.
FTP Model 1 as in TR 36.814
FTP model file size: 0.5 Mbytes.
Optional: Mixed traffic model with each UE carrying only VoIP traffic or only FTP traffic in the Wi-Fi network that is not replaced by LAA.
· Two UEs with VoIP traffic in addition to UEs with FTP traffic
· The VoIP traffic model is based on G.729A (data rate is 24 kbps)
· Packet inter-arrival time: 20 ms
· Packet size: 60 bytes (payload plus IP header overhead)
· Voice activity is assumed to be 100% statistics are independently reported in each direction
No associated control plane traffic is modelled
	All LAA-LTE UEs will use:
· FTP 3 traffic
· With 0.5MB file sizes 

Wi-Fi victim network modelling will consider the scenario of FTP3 in DL traffic alone

The aggressor {LAA, Wi-FI}  and victim Wi-Fi network will use loading levels of Lambda={0.25, 0.5,1.0,1.5, 2.5, 3.5} Hz 



	UE receiver
	MMSE-IRC as baseline
	Rel 8 UE receiver (as in [3])

	UE noise figure
	9dB
	Same

	UE speed
	3km/h
	Same

	Cell selection criteria
	For LAA UEs, cell selection is based on RSRP in the unlicensed band. 
For WiFi STAs, cell selection is based on RSS (Received signal power strength) of WiFi APs. RSS threshold is -82 dBm.
	Same

	UE Bandwidth
	UE bandwidth for LAA: 10 MHz licensed + 20 MHz unlicensed 
· CA scheduling assumptions stated when reporting results
· Served traffic per small cell per carrier can be reported
UE bandwidth for Wi-Fi: 20 MHz unlicensed
	Licenced portion of LAA-LTE not modelled.
20 MHz bandwidth for unlicensed carrier assumed throughout 

	Network synchronization
	For the same operator, the network can be synchronized and the assumed synchronization accuracy in such simulations should be stated. 
Small cells of different operators are not synchronized.
	Synchronized 

	Backhaul assumptions
	Dropped in R1-145453
	Not modelled

	Performance metrics
	Performance metric
- User perceived throughput (UPT)
UPT CDF
File throughput is calculated per file
Unfinished files should be incorporated in the UPT calculation. 
The number of served bits (possibly zero) of an unfinished file by the end of the simulation is divided by the served time (simulation end time – file arrival time).
User throughput is the average of all its file throughputs
- Latency (From packet arrival in devices (eNB, AP, UE, STA) MAC buffer to successful transmission (including retransmission) of packet)
Latency CDF
If VoIP users are included, number of VoIP users with 98%ile latency greater than 50 ms should be reported
  Note: DL and/or UL can be reported when applicable
	We are using the FTP network throughput for simplicity. 





Additional LAA assumptions
	 
	3GPP value as per R1-145453
	Current assumption

	PCI planning for each NW
	Planned 
	Not explicitly modelled (as in [3])

	Antenna configuration	
	2Tx2Rx in DL, Cross-polarized. 
Optional: 1Tx2Rx in DL.
1Tx2Rx in UL
(should be the same as for Wi-Fi)
	2x2 Cross polarized (as in [3])
TM4 (closed loop spatial multiplexing, which falls back to TM6 for low SINR/scattering)

	Transmission schemes
	Based on TM4 or TM10, QPSK/16QAM/64QAM 
Optional: include 256QAM (should be the same as for Wi-Fi)
	Not explicitly modelled but implied in SINR to Tput mapping to be used.

	Turbo code block interleaving depth
	Per LTE specs (1-14 LTE OFDM symbols dependent on MCS and PRB allocation)
	Not explicitly modelled

	Scheduling
	Proportional fair
	Fair (as in [3])

	Link adaptation
	Realistic
	Ideal (as in[3])

	CCA-ED
	Up to each company; should state assumption when reporting results
	Assume an LAA energy detection threshold of -62dBm for CAA-ED and -82dBm for CCA-PD where a recognizable preamble is transmitted (in line with Wi-Fi)



	Channel selection
	Up to each company; should state assumption when reporting results
	Not implemented (as in[3])

	Cyclic Prefix
	Normal
	Not explicitly modelled but assumed in SINR to Tput mapping used.



Additional Wi-Fi assumptions
	Parameter
	3GPP value as per R1-145453
	Current assumption

	MCS
	802.11ac MCS table without 256 QAM 
Optional: include 256QAM (should be the same as for LAA)
	Yes, 256 QAM included for Wi-Fi

	Antenna configuration		
	2Tx2Rx in DL, Cross-polarized 
Optional: 1Tx2Rx in DL.
UL: 1Tx2Rx
(should be the same as for LAA)
Baseline: open loop 
Company should state assumptions if assumed otherwise
	As in phase 1:
2Tx2Rx in DL, Cross-polarized 
UL 1x2 (which is a change from 2x2 in phase 1)

	Channel coding
	BCC
Optional: LDPC code
	BCC 
(Not LPDC)

	Frame aggregation
	A-MPDU
	Yes

	MPDU size
	Up to each company
	Fixed 1500B MPDU size (variable transmission duration) as in [3]

	Max PPDU duration
	Baseline:< 4 ms 
(Asynchronous to LTE timing)
Company should state assumptions if assumed otherwise
	4.096ms maximum PPDU applied.

	MAC
	Coordination
	DCF
If VoIP users are included, EDCA can be used
	DCF (no EDCA)

	
	SIFS, DIFS
	SIFS, DIFS
	Yes

	
	Detection
	Energy detection & preamble detection
	Yes

	
	RTS/CTS
	Optional
	Not modelled

	
	Contention window
	Per DCF
If VoIP users are included, per EDCA can be used
	Yes – EDCA not being used for VoIP users

	CCA-PD
	-82dBm and preamble decoding
(Note preamble occupies the 20MHz system bandwidth with rate 1/2 coding and BPSK modulation)
	Yes

	CCA-ED 
	-62dBm
	Yes

	ACK Modeled (successful reception, resources utilized)
	Yes
	Yes

	DL/UL Duplexing
	DL traffic only for DL-only LAA coexistence evaluation
	DL and UL for victim network
DL only for aggressor network

	Rate control
	Up to each company; should state assumption when reporting results
	Same rate adaption as in [3]

	Channel selection
	Up to each company; should state assumption when reporting results
	Congested scenario:
Single 20MHz channel for all APs

	OFDM symbol length
	4 micro second
	As in [3], short guard interval is adopted therefore OFDM symbol length is 3.6 micro second



Victim Wi-Fi DL Network Throughput 
ETSI LBE unmodified	0.25	0.5	1	1.5	2.5	3.5	10.039999999999999	18.919203423999999	39.646505376	57.873535103999998	19.097378719999998	0.43308870399999999	ETSI LBE with enforced ECCA	0.25	0.5	1	1.5	2.5	3.5	10.039999999999999	18.919203423999999	39.649251167999999	58.34603104	52.598794720000001	49.8760744	ETSI LBE with enforced ECCA and exponential back off	0.25	0.5	1	1.5	2.5	3.5	10.039999999999999	18.920000000000002	39.554224383999987	57.951073599999987	76.923844607999982	79.638286719999954	Offered Load per operator	0.25	0.5	1	1.5	2.5	3.5	10	20	40	60	100	140	Loading - FTP traffic Lambda / Hz

Network Throughput/Mbps


Aggressor  LAA DL Network Throughput 
ETSI LBE unmodified	0.25	0.5	1	1.5	2.5	3.5	10.236000000000001	18.6634463	39.464585200000002	58.445037769000002	101.169122104	120.343599915	ETSI LBE with enforced ECCA	0.25	0.5	1	1.5	2.5	3.5	10.236000000000001	18.6634463	39.462277800000003	58.391147063999988	70.286158173999937	73.727270992000001	ETSI LBE with enforced ECCA and exponential back off	0.25	0.5	1	1.5	2.5	3.5	10.236000000000001	18.6634463	39.429677950000013	57.843762728000002	48.343950427000003	47.626835372000002	Offered Load per operator	0.25	0.5	1	1.5	2.5	3.5	10	20	40	60	100	140	Loading - FTP traffic Lambda / Hz

Network Throughput/Mbps


DL Network Throughput
Victim Tput Wi-Fi (100) Aggressor	0.25	0.5	1	1.5	2.5	3.5	10.235023999999999	18.564915264	39.666186848000002	58.884365344000003	66.246924543999995	66.571733183999953	Aggressor Tput Wi-Fi (100) Aggressor	0.25	0.5	1	1.5	2.5	3.5	9.952	18.963999999999999	39.336417055999988	58.250896191999999	60.132779776	60.681247199999987	Victim Tput for LAA with proposed LBT (200) Aggressor	0.25	0.5	1	1.5	2.5	3.5	10.039999999999999	18.920000000000002	39.554224383999987	57.951073599999987	76.923844607999982	79.638286719999954	Aggressor Tput for LAA with proposed LBT (200) Aggressor	0.25	0.5	1	1.5	2.5	3.5	10.236000000000001	18.6634463	39.429677950000013	57.843762728000002	48.343950427000003	47.626835372000002	Aggressor Tput for Wi-Fi with no victim	0.25	0.5	1	1.5	2.5	3.5	10.225830527999999	18.752915263999999	39.616536000000011	59.195142687999997	101.676943936	130.833083456	Aggressor Tput for LAA with proposed LBT scheme no victim traffic	0.25	0.5	1	1.5	2.5	3.5	10.26	18.891507399999991	39.649077800000001	58.605822855	97.402602659999999	115.56157308100001	Offered Load per operator	0.25	0.5	1	1.5	2.5	3.5	10	20	40	60	100	140	Loading - FTP traffic Lambda / Hz

Network Throughput/Mbps



DL Network Throughput
Victim Tput  LAA with no medium reservation (500) Aggressor	0.25	0.5	1	1.5	2.5	3.5	9.6559334400000001	17.122535072000002	30.3356824	39.667734527999997	44.959539167999999	43.153444767999993	Aggressor Tput  LAA with no medium reservation (500) Aggressor	0.25	0.5	1	1.5	2.5	3.5	9.2274775370000004	14.969358706	27.914586598	37.376624227999997	40.791428389000011	44.807844118999988	Victim Tput for LAA with medium reservation (200) Aggressor	0.25	0.5	1	1.5	2.5	3.5	10.039999999999999	18.920000000000002	39.554224383999987	57.951073599999987	76.923844607999982	79.638286719999954	Aggressor Tput for LAA with medium reservation (200) Aggressor	0.25	0.5	1	1.5	2.5	3.5	10.236000000000001	18.6634463	39.429677950000013	57.843762728000002	48.343950427000003	47.626835372000002	Offered Load per operator	0.25	0.5	1	1.5	2.5	3.5	10	20	40	60	100	140	Loading - FTP traffic Lambda / Hz

Network Throughput/Mbps



DL Network Throughput
Victim Tput  LAA with ED+PD with VCS detection (500) Aggressor	0.25	0.5	1	1.5	2.5	3.5	9.6559334400000001	17.122535072000002	30.3356824	39.667734527999997	44.959539167999999	43.153444767999993	Aggressor Tput  LAA with with ED+PD with VCS detection (500) Aggressor	0.25	0.5	1	1.5	2.5	3.5	9.2274775370000004	14.969358706	27.914586598	37.376624227999997	40.791428389000011	44.807844118999988	Victim Tput for LAA with ED only detection (400) Aggressor	0.25	0.5	1	1.5	2.5	3.5	6.3399944320000001	10.897480703999999	18.415551136000001	23.732079039999981	27.653883839999999	26.687795007999991	Aggressor Tput for LAA with ED only detection (400) Aggressor	0.25	0.5	1	1.5	2.5	3.5	8.2030290990000001	13.963938653	26.350934025000001	35.837131102999997	45.329625591999999	49.755544627000013	Offered Load per operator	0.25	0.5	1	1.5	2.5	3.5	10	20	40	60	100	140	Loading - FTP traffic Lambda / Hz

Network Throughput/Mbps





5/13
oleObject1.bin

image2.wmf
q

´

)

32

/

13

(


oleObject2.bin

image3.wmf
q


oleObject3.bin

image4.wmf
cca

T

N

´


oleObject4.bin

image5.wmf
N


oleObject5.bin

image6.wmf
q


oleObject6.bin

oleObject7.bin

image7.png




image8.png




image1.wmf
cca

T


