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1 Introduction
Significant research and deployment efforts are underway for facilitating the connectivity of several billion devices over the next decade. The level of network access provided may vary from ad-hoc, local, to the internet, commonly referred to as machine type communication (MTC) in 3GPP. A highly sought-after feature of MTC is enhanced coverage [1], which facilitates deployments in remote radio location viz. basements, metal enclosures etc. Additionally, a large chunk of MTC traffic is expected to be sensor data transmitted over the uplink. Provisioning of uplink cellular resources for MTC requires some estimate of the arrival rate of data transfer requests and average transmit duration.
2 Discussion
We consider multiple transmissions of the coded transport block as a means to serve coverage-limited devices. In this context, we consider the effect of narrowband PUSCH transmission on decoding performance as well as system capacity. Finally, we provide an approach to evaluate blocking probabilities for uplink traffic for different allocation bandwidths. The simulation scenario is the same as described in [2] and Annex A of [3].
2.1 Impact on link performance
Although the maximum uplink transmit power is limited by regulation, it is possible to increase the power spectral density by transmitting over a smaller bandwidth. A higher power spectral density of uplink DMRS symbols can potentially improve the channel estimates at the eNB. In contrast, each data symbol is DFT-spread over the entire allocated bandwidth. The eNB de-spreads the received symbols, which is equivalent to coherently combining the symbol components present in each subcarrier. At the same time, the noise in each subcarrier gets combined non-coherently. So, the post-processing SINR of data symbols is expected to be relatively independent of the allocated bandwidth. We present simulation results for narrowband PUSCH transmission in Table 2‑1 below, when MCS 5 is used to encode the transport data. For further details see [4].
Observation 1 The transmission time for high coverage enhancement level (18 dB) is similar for different PUSCH bandwidth allocations.
Table 2‑1: Transmission time with repetitions to achieve coverage enhancement
	Coverage Enhancement (dB)
	Cross-Subf Channel Est
	Transmission time (ms) for 10% BLER, MCS 5

	
	
	3 subc PUSCH
	6 subc PUSCH
	12 subc PUSCH

	6
	1
	8
	4
	4

	
	4
	8
	4
	4

	
	8
	8
	4
	4

	12
	1
	32
	26
	23

	
	4
	20
	16
	15

	
	8
	20
	20
	15

	18
	1
	 328
	268
	245

	
	4
	112
	100
	92

	
	8
	84
	84
	75


2.2 Impact on blocking probability
We assume that the incoming traffic inter-arrival times are exponentially distributed, thus the traffic constitutes a Poisson process. We further assume that the transmit duration of 85% of the traffic is just one PRB-pair in uplink, that is, no repetition is needed. For 10% of the traffic we require 12 dB coverage enhancement, achieved using time repetitions of the transport block. From Table 2.1, we estimate that for the considered bandwidth allocations, repeated transmission over 20 ms is sufficient for 12 dB coverage enhancement. Similarly for remaining 5% traffic, repeated transmission over 200 ms provides about 18 dB coverage enhancement. On average, this results in 0.85*1 + 0.1*20 + 0.05*200 = 12.85 ms transmission time per transport block. Assuming 6 PUSCH transport blocks per uplink transaction (including RRC connection setup/release and the actual data packet transmission) the average holding time is 12.85*6 = 77.10 ms 
From the system perspective we can then see the resource grid as providing different number of “servers”, depending on what kind of allocation strategy we use for uplink traffic. For example, assuming a system bandwidth of 10 MHz (50 PRBs) we can see the system providing 50 “servers” or channels if the allocation is always 1 PRB per user in the frequency domain. On the other hand if the allocation if always 1 subcarrier per user, the number of available servers is 50*12 = 600.
For calculating blocking probabilities for PUSCH allocations, we use the well-known Erlang system model as an example. In reality, the user population in one cell would be finite, but given that we assume at least thousands of users in a cell area, the Erlang model gives exact results. Note that at this point we do not take into account possible queues in the system, thus all incoming traffic either gets served, or alternatively is lost. Thus the results correspond to a pure loss system. In Kendall’s notation this would mean M/M/n/n-system, meaning Poisson arrival process, exponential service times and n servers without a queue. For calculating the blocking probability we use Erlang’s loss formula (Erlang’s B-formula), and as it is insensitive to the service time distribution, we can use our own distribution based on the required repetitions instead. 

The average inter-arrival time of the uplink traffic is assumed to be 5 minutes (300 s). If we use the TR 36.888 [3] example of 6000 households in a cell with 3 devices each, we would have 18000 devices in the cell. It follows that the number of devices attempting uplink transmission within each 1 ms interval is 18000/(300*1000) = 0.06. In Figure 2‑1 we have blocking probabilities for different allocated PUSCH bandwidths for an available bandwidth of 10 MHz. In case of 0.06 uplink data transfer requests, we observe that there is practically no blocking at all. The corresponding results with an available bandwidth 1.4 MHz for MTC uplink is shown in Figure 2‑2. In this case, the blocking probabilities for 12 and 6 subcarrier PUSCH are 18% and 0.3% respectively.
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Figure 2‑1: Uplink blocking probability for different PUSCH allocation bandwidths in a 10 MHz system
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Figure 2‑2: Uplink blocking probability for different PUSCH allocation bandwidths in a 1.4 MHz system
Proposal 1 Existing PRB-level uplink allocation can support a reasonable number of devices within a cell.
Proposal 2 Sub-PRB allocation may potentially improve cell capacity in terms of number of devices served, and may be considered in a future release.
3  Conclusion
Based on the discussion in section 2 we propose the following:
Proposal 3 Existing PRB-level uplink allocation can support a reasonable number of devices within a cell.
Proposal 4 Sub-PRB allocation may potentially improve cell capacity in terms of number of devices served, and may be considered in a future release.
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