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1 Introduction
One of the objectives of the Rel-12 work item on “Low cost & enhanced coverage MTC UE for LTE” [1] is to specify coverage improvements corresponding to 15 dB for FDD. The specified coverage improvement techniques should also be applicable for TDD.

In contribution [2] we discuss the required link budget improvement for each physical signal/channel in FDD. For PDCCH with DCI format 1A, the required improvement is found to be around 13.6 dB (assuming 4 dB losses from single Rx) for the new low-complexity UE type with a single receive antenna and 9.6 dB for other LTE UEs. Using the assumption that the PDCCH common search space needs to be received by all UE types, a 13.6 dB coverage improvement on PDCCH (assuming a payload corresponding to DCI format 1A) needs to be the design target.
In this contribution we discuss the PDCCH and EPDCCH repetition mapping to achieve the needed coverage enhancements for downlink control signalling. 
2 PDCCH vs. EPDCCH
In our view, the EPDCCH is better suited than PDCCH for control channel coverage enhancements due to the following reasons:

· The CCH resources can be kept separate from the CCH resources of “normal” coverage UEs, so there is no CCH impact on normal UEs if EPDCCH is used
· Also, UEs with requirements on extremely low latency, if required in future, can be configured with their own EPDCCH resources to avoid blocking

· The EPDCCH has a greater potential for power boosting and a potential to use UE specific beamforming

· The EPDCCH supports up to aggregation level 32, giving a nominal 6 dB coverage benefit over PDCCH

· Note however that for a given aggregation level, EPDCCH has about 1-2 dB loss compared to PDCCH due to less diversity

· The channel estimation performance loss due to use of DMRS instead of CRS can be minimized by power boosting and with interpolation across subframes in case of repetition
· The set of aggregation levels scales with the number of PRB allocated to EPDCCH, so there is a large flexibility to do trade-offs between control overhead, aggregation level per repetition and number of repetitions 
To conclude, we make the following observations
Observation: EPDCCH has greater potential for coverage enhancements and should be prioritized over PDCCH 
3 CCH repetition mechanism

Looking at current specifications, the search spaces
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 for PDCCH and EPDCCH respectively defines a set of control channel candidates for each aggregation level L and subframe k. Which CCE or ECCE that belong to each candidate are given by the search space equations in TS 36.213. In addition to L and k, the RNTI and the EPDCCH set index and size has impact on the search space expression.
As discussed in the previous section, the use of EPDCCH for enhanced coverage UEs has the benefit that all UEs configured to a certain EPDCCH set can be in enhanced coverage operation. Hence, there is no need to consider CCH collisions with legacy terminals. Therefore, the design needs to consider how to avoid CCH collisions between coverage enhanced mode UEs only. Still, it is beneficial if the same design can be used on PDCCH but there some impact on legacy due to CCH blocking is unavoidable.    
As agreed in previous meeting, the possible starting subframes are a subset of subframes. Assume that a starting subframe is k0 and that a repetition window extends maximally K subframes until subframe kend. To avoid collisions among control channel candidates for enhanced coverage UEs, we propose that:

Proposal: The CCE or ECCE to use for a PDCCH or EPDCCH candidate m of aggregation level L in a subframe in the repetition window is given by the search spaces 
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 respectively, in the start subframe k0 and kept unchanged across the repetition subframes.
Stated differently,
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  for k=k0,…,kend  
So, the UE monitors the same candidate m at a given aggregation level L in every subframe in the repetition window. 

Note that the number of CCE and ECCEs (i.e. NCCE,k and NECCE,p,k) may be different in a subframe k’ in the repetition window, compared to that in the start subframe,
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  for k’>k0 

and how to handle the repetition of a candidate m in such subframe k’ needs further consideration. 
4 CCH multiplexing and search spaces

As agreed, we need to determine a structure that allows repetition of CCH with multiple repetition levels and that allows for multiplexing of multiple enhanced coverage control channels in parallel. An open issue that need to be discussed is on what level the link adaptation should be carried out and how dynamic the link adaptation needs to be. In this section, we discuss three alternatives on this aspect.
To reach a coverage enhancement target, a certain UE requires a total CCE or ECCE aggregation level R if the aggregation level in each subframe’s candidate m is summed across T subframes. Hence, for a repeated aggregation level AL in every subframe, the relation
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holds. So one issue is whether the UE is semi-statically configured a set of values R, or if a single value R. If a set of values R is monitored in parallel by the UE, then multiple coverage enhancements can be dynamically adapted by the network.

Proposal: Discuss whether a single or multiple values of total aggregation R should be monitored by the UE.   

We have a slight preference to monitor a set of values R, this allows for some link adaptation and is more robust than to rely on a single value R. 

There are three main alternatives on how to reach the total aggregation level R, giving different CCH multiplexing alternatives. Additionally, the maximum total aggregation level Rmax  needs to be defined by evaluations. For example, assuming that for PDCCH  Rmax=640 CCE is needed, then 80 subframe repetition is needed while for EPDCCH Rmax =1280 ECCE would be needed, assuming a conservative worst case of 3 dB link performance difference. Hence, to reach the same coverage as PDDCH , the coverage requirement is met with 40 subframes for EPDCCH since AL=32 is supported.  
The associated drawbacks and benefits of these alternatives are discussed below:

4.1 Alternative 1 (Time window T is fixed)
In this case, the repetition window (number of subframes) is fixed (or semi-statically configured per UE) and each aggregation level candidate is repeated in every subframe in the repetition window, see Figure 1. This means that candidates with different aggregation levels have different coverage since the total aggregation level R will be different. So this alternative is a way to support monitoring a set of R in parallel.  

Hence, the eNB can use the different AL to dynamically adjust coverage for the scheduling message or if there are no (E)CCE collisions, use different AL to different UEs which has different needs for coverage enhancements. 
After the end subframe, the assigned PDSCH and PUSCH are transmitted.  Hence, this alternative may give simpler scheduling and the HARQ timing is straightforward.  
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Figure 1 Keeping the repetition time T fixed for all aggregation levels (AL) gives four different total aggregation levels R in this example 
4.2 Alternative 2 (Aggregation level AL is fixed)
In this case, the aggregation level AL, per subframe, is fixed (or semi-statically configured) and the same aggregation level candidate is repeated in every subframe, see Figure 2. Link adaptation by monitoring a set of values R is performed by adjusting the number of repetitions, i.e. T. If a low value of R is sufficient for a UE, then fewer subframes is needed and the UE can, if it detects a valid scheduling assignment already at subframe k<kend, be scheduled PDSCH or PUSCH before that end subframe.  Hence, this scheme allows for lower latency than alternative 1. 
Note also that for the shorter repetition times, there is room for additional repeated DCI messages before the end subframe (these candidates are not shown in Figure 2). Since only one (or a few different) aggregation levels (AL) is used in each subframe, the number of blind decodes for that aggregation level could in principle be increased (FFS). For instance, within the allowable number of blind decodes per subframe, there may be room for more candidates per aggregation level even if a set of used aggregation levels is used and the total blind decodes is fewer than for normal UE operation.
If the repetition times T for the longer repetitions is a multiple of the smallest T, then HARQ timing is greatly simplified in this alternative. 
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Figure 2 Keeping the aggregation level (AL) fixed but adjusting the repetition time T gives three different total aggregation levels R in this illustration
4.3 Alternative 3 (Total aggregation level R is fixed)
In the third alternative, the total aggregation R level is semi-statically configured to a UE, hence multiple AL is aggregated in every subframe but the aggregation time T is adjusted correspondingly to have the same coverage for all AL. Hence, AL is rather used to adapt the latency assuming that the assigned PDSCH or PUSCH is transmitted in relation to the end of the scheduling assignment (and not relative to the end subframe). In addition, in case of PDCCH, the impact of blocking on legacy terminals can be controlled by adapting the aggregation levels where AL=1 gives the smallest impact on legacy terminal scheduling. 
Note that also in this case, for higher AL and thus shorter repetition times, there is room for additional repeated DCI messages before the end subframe (these candidates are not shown in Figure 2).  Another issue is if the total aggregation level R is large, then the smaller AL is not supported, hence the UE should not spend blind decodes on these candidates if level R is not reached before the end subframe. 
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Figure 3 Keeping the total aggregation level fixed (R), enables the possibility to trade off the repetition time (T) with different aggregation levels (AL). 

If the repetition times T for the longer repetitions is a multiple of the smallest T, then HARQ timing is greatly simplified in this alternative. 

5 Concluding discussion
In this contribution we present a solution for the CCE repetition mechanism:

Proposals:

· The CCE or ECCE to use for a PDCCH or EPDCCH candidate m of aggregation level L in a subframe in the repetition window is given by the search spaces 
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 respectively, in the start subframe k0 and kept unchanged across the repetition subframes.
· Discuss whether a single or multiple values of total aggregation R should be monitored by the UE.
Furthermore, we discussed three alternatives in how to multiplex CCE and we have a slight preference of alternative 2, where the aggregation level is fixed and a set of different aggregation levels R is obtained by different repetition windows T. Thereby can link adaptation be obtained and traded-off against latency. 
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