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1
Introduction

In RAN1 #74BIS a two hop synchronization scheme was proposed in [1]. In this contribution, we study the topology implied by this architecture, and also study performance of an extension of [1] to support more than two hops. 

We note that this contribution restates results from [2] with additional results provided based on an RSRP of -107 dBm.

 2
D2D Synchronization

In [1], a synchronization cluster head (SCH) was defined as,

· A synchronization cluster head is a synchronization source other than eNBs that does not derive transmit synchronization from any other synchronization sources.

It was also suggested, in the same WF [1], that any non-SCH UE that can receive D2DSS from an SCH (or eNB) may become a synchronization source by transmitting a D2DSS based on the synchronization derived from that SCH (or eNB). 
This proposed synchronization protocol enables inter-cluster communications by letting UEs keep track of multiple synchronizations associated with adjacent clusters. We call this a 2-hop synchronization protocol, and we study the topology generated by such a protocol with particular focus on how many asynchronous timing a UE would need to follow for reception. We also look at extension of this scheme to more than 2 hops and study the topology generated by such extended schemes.
2.1
Two-hop Synchronization

The SCH UEs transmit D2DSS signals to their immediate neighbors, and the non-SCH UEs may forward the acquired timing by transmitting D2DSS based on the received D2DSS from the SCH UEs. However, [1] does not consider the possibility of a UE transmitting D2DSS based on synchronization to other non-SCH synchronization sources. 
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Figure 2-1 Two-hop Synchronization Protocol

2.2
Extending to Multi-hop Synchronization
We also study an extension of [1] where the SCH synchronization is propagated to more than two hops. That is UEs should be allowed to synchronize to D2DSS received from other non-SCH synchronization sources, and transmit D2DSS based on this synchronization. 
3
Simulation Results
We consider an out-of-network scenario simulated on layout Option 5. We specifically focus on 19-cell indoor/outdoor and hotspot drops within Option 5, with 32 UEs/sector. Based on RAN1 agreements, we assume two RSRP values (-112 dBm, and -107 dBm) to define the neighboring UEs from/to which a UE may receive/transmit D2D signals.The performance of three protocols (i.e., 2-hop, 3-hop, and 4-hop synchronization) will be studied. In the 2-hop synchronization protocol, UEs gradually wake up in the system and become SCH if they cannot detect any existing SCH. Hence, there is no two SCH in the immediate (i.e., 1-hop) neighborhood of each other.

In the 3-hop synchronization protocol, we assume the case where there is no SCH within 2-hop neighborhood of another SCH. That is the immediate neighbors of an SCH transmit D2DSS aligned with the SCH’s timing, and the neighbors of the former (i.e., UEs that are two hops away from SCH) are also allowed to transmit D2DSS based on synchronization to 1-hop SCH neighbors. 

Similarly in the 4-hop synchronization protocol, a non-SCH UE transmits D2DSS based on synchronization to an SCH, or a 1-hop or a 2-hop neighbor of an SCH. We further assume there is no SCH within 3-hop neighborhood of another SCH. Please refer to Figure 3-1 for an exemplary demonstration of the 4-hop synchronization scheme.
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Figure 3-1 Four-hop Synchronization Protocol

A non-SCH UE may be able to detect multiple different timings from its neighboring synchronization sources, and should decide which one to pick for its transmit synchronization. For the sake of comparing the three synchronization protocols, we assume a UE follows the strongest detected D2DSS among those with the lowest number of hops to an SCH.

That is, we first give priority to the timings with smaller number of hops to an SCH. For example in the scenario depicted in Figure 3-2, UE 3 that was synced to SCH 1 through UE2, will synchronize its transmit timing to SCH 2 upon waking up of SCH 2.
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Figure 3-2 Giving Priority to the Timing with Smaller Number of Hops to an SCH (a 3-hop synchronization protocol)

Further, one can consider a case where multiple different timings with the same (lowest) number of hops to an SCH are detected. In this case, a UE is assumed to follow the one with the strongest received D2DSS.

In what follows, we evaluate the performance of different synchronization protocols using high-level simulations and by studying the number of SCHs and the acquired transmit synchronizations.

3.1
Indoor/outdoor Deployment
A typical deployment of the indoor/outdoor drop is shown below,
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Figure 3-3 Out-of-network Indoor/outdoor Deployment

Table 3-4 shows the average number of SCHs throughout the network for two RSRP values.

	Average Number of SCHs

	Protocol
	2-hop
	3-hop
	4-hop

	RSRP (dBm)
	-112
	306
	135
	62

	
	-107
	340
	188
	108


Table 3-4 Number of SCHs 

The average number of different asynchronous transmit timings acquired by the neighbors of a UE is presented in Table 3-5. For example for an RSRP of -112 dBm, an outdoor UE needs, on average, to keep track of 11.9 synchronizations (in addition to its own timing) to be able to communicate with its immediate neighbors. The distribution of this number is displayed in Figure 3-6.

	Average Number of Acquired Tx Timings in Vicinity

	
	Within 1 hop
	Within 2 hops

	Protocol
	2-hop
	3-hop
	4-hop
	2-hop
	3-hop
	4-hop

	RSRP:

-112 dBm
	All UEs
	3.4
	2.2
	1.5
	23.7
	15.3
	9.3

	
	Indoor UEs
	1.3
	0.7
	0.4
	13.8
	9.4
	5.9

	
	Outdoor UEs
	11.9
	8.6
	5.7
	61.4
	38.1
	21.8

	
	Virtually Indoor UEs
	1.7
	0.8
	0.7
	18.9
	12.8
	8.1

	RSRP:

-107 dBm
	All UEs
	2.0
	1.4
	0.97
	11.5
	8.3
	5.4

	
	Indoor UEs
	0.8
	0.4
	0.2
	6.6
	4.9
	3.2

	
	Outdoor UEs
	7.0
	5.4
	3.9
	30.3
	21.5
	13.8

	
	Virtually Indoor UEs
	1.0
	0.4
	0.4
	8.8
	6.4
	4.4


 Table 3-5 Number of Different Async Tx Timings acquired by 1-hop and 2-hop Neighbors 
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Figure 3-6 Distribution of the Number of Different Async Tx Timings acquired by 1-hop Neighbors, (a) RSRP = -112 dBm, (b) RSRP = -107 dBm. 
3.2
Hotspot Deployment
A typical Hotspot deployment is shown in Figure 3-7. The simulation results corresponding to the number of SCHs, and acquired asynchronous transmit timings by the neighbors are presented in the following tables/figures.
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Figure 3-7 Out-of-network Hotspot Deployment

	Average Number of SCHs

	Protocol
	2-hop
	3-hop
	4-hop

	RSRP (dBm)
	-112
	55.8
	5.9
	1.9

	
	-107
	81.5
	11.2
	3.7


Table 3-8 Number of SCHs 

	Average Number of Acquired Tx Timings in Vicinity

	Protocol
	2-hop
	3-hop
	4-hop

	RSRP = -112 dBm
	Within 1 hop
	11.84
	3.01
	0.82

	
	Within 2 hops
	46.94
	4.95
	0.89

	RSRP = -107 dBm
	Within 1 hop
	8.66
	2.78
	1.43

	
	Within 2 hops
	34.55
	8.17
	2.72


Table 3-9 Number of Different Async Tx Timings acquired by 1-hop and 2-hop Neighbors 
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Figure 3-10 Distribution of the Number of Different Async Tx Timings acquired by 1-hop Neighbors 
It is seen that the two-hop SCH-based synchronization results in a large number of asynchronous timings in a neighbourhood. We further observed that extending the two-hop synchronization protocol to 3 or 4-hop protocols would sufficiently reduce the number of different timings a UE needs to follow.

Observation 1:  Two-hop SCH-base synchronization leads to the coexistence of a large number of asynchronous timings in a vicinity.

Observation 2: By increasing the number of hops, one can reduce the number of asynchronous timings in the vicinity.
Proposal:  Extension of the WF [1] to include more than two hops should be studied. 
5
Conclusion

In this contribution, we discussed aspects related to multi-hop D2D synchronization, and made the following observations/proposal. 

Observation 1:  Two-hop SCH-base synchronization leads to the coexistence of a large number of asynchronous timings in a vicinity

Observation 2: By increasing the number of hops, one can reduce the number of asynchronous timings in the vicinity.
Proposal:  Extension of the WF [1] to include more than two hops should be studied.
References

[1] R1-134925, “WF on the D2D Synchronization Procedure”, Ericsson, Huawei, HiSilicon, LGE, General Dynamics Broadband.

[2] R1-135316, “Multi-hop D2D Synchronization Performance”, Qualcomm Inc.
PAGE  
7/8

