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Introduction

In this contribution we consolidated the text proposals for link to system modelling for NAICS receivers.
Text Proposal

< start of text proposal >
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System-level Performance Evaluation 
[Editor's note: This section will capture the system level performance evaluated under objective #3]

9.1
System-level Modelling Methodologies 
[Editor's note: This section will capture the system-level modeling for different types of receivers.]
For the identified receiver types, system-level modelling methodologies are described in this section based on company provided TPs. These methods are used by companies to produce the system level evaluation results. Many proposals captured here are validated by comparing the predicted BLER performance with that of the actually simulated performance under various channels.
Another alternative for system-level evaluation could be based on using the embedded link-level receiver model. In such approach the system-level simulator is responsible for the resource, MCS, beamforming assignment and generation of the interference from the neighboring cells, while the link-level simulator is used for the explicit modeling of the actual packet transmission and reception for the generated interference environment. It is expected that such simulation approach may provide more confidence in the evaluation results.

9.1.1 Modelling Methodologies for E-LMMSE-IRC
This sub-section defines the system level modelling for the E-LMMSE-IRC receiver. In the following it is assumed that the E-LMMSE-IRC has obtained knowledge of the reference signal configuration of the interfering transmission. The UE is assumed to be estimating the equivalent channels of the desired and interfering transmissions, and also the covariance of the residual interference and noise. 
Assuming that a single dominant interferer is taken into account explicitly at the receiver, the following signal model is considered:
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where z is the interference from non-dominant interferers and noise term, and v is the total interference and noise term.

The E-LMMSE-IRC receiver is expressed as
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where 
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 is the estimate of other cell interference and noise covariance, that is 
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Therefore, the system level modelling of E-LMMSE-IRC consists of modelling the estimation of H0, H1, and Rz. 

The other cell interference and noise covariance estimate 
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 may be modelled using the complex Wishart distribution, so that
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The model assumes that the receiver has ideal interference samples available for estimation of the interference covariance terms. In practice the receiver may obtain interference samples by subtracting the estimated received reference signal from the total received signal, and then forming the covariance estimates as sample covariance matrix of the residual signal. In this case, the channel estimation error is impacting the covariance matrix estimation accuracy, which may be further taken into account in the model.

Channel estimation error modelling
For the baseline LMMSE-IRC receiver, only the estimate of the desired channel H0 is required. In case of E-LMMSE-IRC receiver, both the desired and the interferer channels are required. The equivalent channels may be estimated jointly at the UE, which is assumed to give significant improvement to the receiver performance in case the reference signals of the desired and interfering transmissions are overlapping. Different error modelling methodologies may be employed.

In case it is assumed that the estimation errors of the channels may be modelled assuming complex normal distributed signals, the estimation error of equivalent channels is complex normal distributed. Assuming further that the channel estimation comprises averaging over a set of reference symbols (in practice weighted averages are used) the equivalent channel estimate may be expressed for the baseline LMMSE-IRC receiver as
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Similarly, for the E-LMMSE-IRC the equivalent channel estimate may be expressed as
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where 
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 is the channel estimation error covariance which is a function of the other cell interference and noise covariance and also the equivalent channel of the signal that is interfering with the channel that is to be estimated, i.e.,
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where 
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As an example, in case there is no interference cancelation or joint estimation of the channels 
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, the function f may be chosen as
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where 
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 is the effective number of samples in channel estimation averaging. As another example, in case ideal joint estimation of 
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that is, the channel estimation error has the same covariance for both 
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 and 
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 relates to how the channel estimation filter is constructed.

9.1.2 Modelling Methodologies for WLMMSE-IRC
This section defines system level modelling for the WLMMSE-IRC receiver by starting from definition of general linear model and then defining the SINR calculation including modelling of estimation errors at the system level. Finally, the methodology is summarized.

A general linear model may be defined, where the received signal is given by:

[image: image29.png]Hpxg+n




The linear model can be rewritten in augmented form as:
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where all variables are real valued. Note that the interference vector n can be colored and operators I(·) and Q(·) take the real and imaginary parts of their arguments. As for any LMMSE receiver, the symbol estimate of the WLMMSE-IRC receiver equals:
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where the matrices [image: image40.png]


, [image: image42.png]


and [image: image44.png]


are estimates of covariance of the received signal, the channel and the covariance of transmitted symbols, respectively. The matrix [image: image46.png]


 is related to the selected modulation in the serving cell and is known by the UE through signalling. In other words,
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 if QAM modulation is transmitted
and
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if PAM modulation is transmitted.

There are two main issues in the system modelling methodology that needs to be solved. First, assuming system simulations are performed by using SINR to packet error rate mapping, the calculation of the SINR at the output of the receiver needs to be defined. Secondly, if practical non-idealities are to be taken into account, estimation errors need to be modeled.

Calculation of post-equalization SINR

Considering first the post-equalization SINR calculation, let us define:

a) The usefull signal contribution at the output of the receiver filter:
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b) The interference contribution at the output of the receiver filter:
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where
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The matrix [image: image56.png]


 equals the covariance of the transmitted signal where the i:th diagonal element is zeroed out like in MIMO systems. Finally, the SINR of the received and filtered output symbol in the case of real valued modulation where e.g. a PAM modulated symbol is mapped to the I branch equals
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where the division is computed element wise. If complex valued modulation e.g. QAM have been transmitted one can combine the real and imaginary part and obtain the SINR of the complex symbol (assuming element wise division) as
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Because e.g. for scalar  [image: image60.png]%o = 1(xg) +jQlxp)



, [image: image62.png]
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Modeling of Estimation Errors

As mentioned in the previous section, information on matrices [image: image67.png]


, [image: image69.png]


and [image: image71.png]


 is required by the receiver. The matrix [image: image73.png]


depends on the applied modulation format at the serving cell, which is signaled over PDCCH. Hence, no additional error model is needed in relation to [image: image75.png]


. The channel estimate [image: image77.png]


can be estimated in complex domain as in the conventional system e.g. from DM-RS. Hence, generation of channel estimation error is not discussed in this paper. However, the covariance of the received signal [image: image79.png]


 needs to be calculated in augmented real valued format. In this document we assume DM-RS based covariance estimation. 

Earlier studies, as in [y3], have used estimation error model based on Wishart random matrices and the extension to augmented matrices is now discussed further.

Assuming [image: image81.png]


one can focus on estimating the covariance of interference [image: image83.png]


from the residual signal obtained by subtracting the serving cell DM-RS pilot replica p from the received signal. In other words, the residual signal at the DM-RS RE positions is calculated following a sample covariance matrix calculation i.e.
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As also discussed in [y3] the matrix [image: image87.png]


 may be modelled as a Wishart distributed random matrix i.e. [image: image89.png]Coi~W,, (N pp_ps. €



 which is based on the ideal information on the interference covariance matrix [image: image91.png]


 which should easily be available in system level simulators.

The Wishart distributed random matrix can be generated from ideal information i.e. [image: image93.png]J
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Note that the matrix is real valued in this case. Considering the number of samples for estimation, one can assume that e.g. DM-RS REs from one PRB pair are used for each estimate where NDM-RS = 12.
In summary, the link abstraction method consists of the following steps in the system modelling methodology to calculate modulation specific post-equalization SINR at the output of the WLMMSE-IRC receiver including practical non-idealities:

· Generate serving cell channel matrix [image: image99.png]


 and interference covariance matrix [image: image101.png]


samples

· Add channel estimation error and calculate [image: image103.png]


.

· Generate estimated interference covariance matrix [image: image105.png]


by using the Wishart random matrices as in (x4).

· Calculate WLMMSE-IRC receiver filter as in (x1).

· Calculate receiver ouput SINR as in (x2) or (x3) depeding on the scheduled modulation.

9.1.3 Modelling Methodologies for ML/R-ML
To model BLER performance of ML/R-ML receivers for a PDSCH over any allocation under an instantaneous channel, the general approach is to derive the mutual information per transmitted bit (MIB) on each RE of the PDSCH, and then average the MIB over all REs before mapping avg(MIB) to a BLER. The received bit mutual information of R-ML/ML receiver at a RE is based on a weighting between the MIBs at a lower-bound and an upper-bound SNR which is described below:
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where the function 
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maps one SNR value to the corresponding MIB and one such function can be pre-derived numerically for QPSK/16QAM/64QAM or approximated with an mathematical expression (refer to [7] for an example). The procedure to obtain
[image: image108.wmf]b

 by curve fitting to the actual receiver BLER performance, as well as the definition of SNRL and SNRU, will be given later. After averaging MIBML over multiple REs in the PDSCH, an effective SNR is then obtained as
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Finally the BLER of the interested PDSCH is approximated by the BLER of a SISO AWGN channel at SNR = SNReff.
Before presenting detail modelling procedures, we first define the signal model. Let us denote the 
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. Without loss of generality, we assume that BS 
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 is the serving BS and BS 
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 is the interfering BS. The received signal received by the desired UE at the subcarrier k, denoted by 
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where 
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H

denotes an effective channel matrix from BS 
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 to the desired UE, comprising distance dependent path loss, the actual channel matrix and precoding matrix, 
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denotes the additive noise vector whose elements are independent and identically-distributed (i.i.d.) complex Gaussian with variance 
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 represents the total number of coded subcarriers. Based on the formulation above, here are two alternatives to obtain the weighting
[image: image134.wmf]b

, SNRL and SNRU to compute the MIB in (1) for ML/R-ML receivers. 

Alternative 1: 
The post-MLD SINR can be lower-bounded by post-MMSE receiver SINR:
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where 
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 denotes the mean-squared error (MSE), for the v-th layer, given by
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where
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The post-MLD SINR can be upper-bounded by the genie-aided IF receiver and the corresponding SINR of the layer 
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 can be represented as
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Where 
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Alternative 2: 
Suppose the signal model is further simplified by denoting 
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the spatial channels corresponding to the two layers to be R-ML/ML processed. By omitting the index k, the received signal could be represented as:
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includes the contribution from interfering layers, other cells, and AWGN. After whitening, we have 
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The two data streams can come from a single user or one desired layer (say x1) and one interference layer (say x2). In the case of more than 2 total layers (say N), the NxN MIMO channel matrix can be reduced to 2x2 with the linear processing procedures described above. Then ML/R-ML can be applied on the “filtered” 2x2 channel matrix, H. Note that the impact of channel estimation error to BLER can be modelled separately based on channel estimation error model which is not described here. 
Further performing QR decomposition on the channel matrix H, we have 
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where Q1 and Q2 are scaled unitary matrices. The SNR upper bound is the total desired signal power (i.e., after perfect cancellation of interference) and the lower bound is defined as 
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Note that in case the complexity-reduced receiver is found sometimes performs worse than what is predicted by the lower bound, an offset of the lower-bound by a constant offset value, e.g., 0.5 dB can be applied. 
The procedures to build up look-up tables to obtain for the weighting coefficient
[image: image158.wmf]b

are described as follows: 

For alternative 1:
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Link abstraction model parameters
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 are for optimization.  Detail training procedures to obtain these optimal parameters are available in [8]. The tuning procedure can cause the resultant tuned
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 to be smaller than zero due to the non-ideal implementations of detection and decoding, especially at low ISRs.
In summary, the proposed link abstraction method needs only the table of three parameters
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 along with the MIB mapping functions of interested modulation levels and AWGN reference curves of interested MCSs, respectively denoted by 
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For alternative 2:
Given a MIMO channel realization (frequency-flat), link-level simulations are run first to get (SNR(i), BLER(i)) pairs over a range of SNR and BLER at different MCS levels. With these actual data points, an optimal
[image: image173.wmf]b

 is searched numerically so that that 
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 is minimized over a range of BLER of interest (typically the BLER “water-fall” region). This method is heuristic but general enough to accommodate any actual implementation and performance sensitivities to coding type, MCS, and degradation incurred by reduced-complexity approximation of ideal ML receivers. 
The following parameters are used to characterize
[image: image175.wmf]b

:
(1) The modulation order and coding rate of the first layer (e.g., MCS1 has 29 levels)
(2) The modulation order of the second layer (i.e., MOD2=QPSK, 16QAM, 64QAM)
(3) The three parameters that adequately characterize the channel: inter-layer cross-talk l21, interference total power l22 , and remaining desired signal power after the interference-nulling projection l11. As an example, the normalized pair (a=|l22|/|l21|, b=|l11|/|l21|) can be used.  
A set of pre-generated
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can be used in system level simulation. The remaining issue is to build a look-up table (LUT) of 
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so that channels with similar “characteristics” maps to the similar
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. Any 2x2 channels will map to an (a, b) pair as described above. As an example,
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can be pre-generated for the range of 
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dB and 
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dB to cover almost all realistic 2-by-2 channels. The
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corresponding to the closest pre-generated (a, b) pair values will be used in system simulation. The more (a, b) pairs are computed and stored in the look-up table, the more precise
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is obtained. However, a coarse resolution for
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still gives decent BLER prediction accuracy. One example to obtain a LUT is to first obtain the optimal
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 for 100 well-spaced typical (a, b) and then populate the entire LUT with a desired granularity after interpolation from those typical
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-values. Note that a LUT for
[image: image187.wmf]b

can be generated for each (MCS1, MOD2) pair.
9.1.4 Modelling Methodologies for CWIC
Turbo-CWIC receivers are non-linear receivers that decode and subtract the interference. Contrarily to hard CWIC based on CRC check, turbo-CWIC receivers are based on soft interference cancellation (e.g Turbo SIC). Their performance improves with the reliability of the interference reconstruction as the number of iterations increases. Modelling this interference reconstruction reliability has a significant impact on the accuracy of the performance prediction. Therefore, we propose a new L2S that captures the soft interference reconstruction and subtraction reliability. 

Suppose the received signal is given by the superposition of N spatial layers. Without loss of generality, we focus on the single interferer case. Let x1 be the desired layer and x2 the interference layer. The signal at the input of the detector (after soft interference subtraction) at iteration j can be written as:
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where 
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is the channel matrix of the ith[image: image193.png]


 QUOTE  
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 QUOTE  
 resource element (RE), [image: image197.png]


 QUOTE  
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is the total number of REs considered, nk are i.i.d. circularly symmetric Gaussian vector samples of covariance 
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, 
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 is the channel estimate of the interference layer and 
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 QUOTE  
 is the soft symbol estimate conditional on the decoding of the interferer at iteration j-1. The fiability of the soft symbol estimate at iteration j is captured by a scalar quantity vj-1 that drives the performance of the interference cancellation at iteration j. When the decoding of the interferer message is reliable, the interferer symbols reconstruction is expected to be accurate and vj will tend to 0. When the decoding of the interferer is not reliable, vj will tend to 
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 is the power of 
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The proposed L2S extends the classical Mutual Information Effective SNR Mapping (MIESM) by calling iteratively bivariante Look-Up Tables (LUTs) that are simulated offline on AWGN channels. The LUTs take as input the effective SINR and the mutual information on the systematic bits 
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 provided by the second recursive systematic convolutional code last decoding at iteration j-1 (the turbo-code is composed of two recursive systematic convolutional codes that are iteratively serially decoded). These LUTs give as output  vj , 
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 and the BLER if needed as summarized in figure 1 below. More details are given in [9].
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Figure xx: L2S for turbo-CWIC receivers at iteration j, initialization 
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Note that the proposed System Level Modeling Methodology needs to be calibrated (see [9] for the explanations). The calibration does not depend on the channel outcome but depends on the Modulation and Coding Ccheme (MCS).  We proposed a simple, yet effective, calibration procedure whose principle is to adjust the output of LUTv with a real-valued factor
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. More specifically, vj is replaced by 
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, which has the effect to artificially reduce the SINRs that are used in the performance prediction method. We searched the optimal 
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MCS

minimizing the average relative error between the simulated BLER and the calibrated predicted BLER over a large number of channel outcomes at each iteration 
[image: image219.wmf]>1

j

 for the BLER range of interest
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9.1.5 Modelling Methodologies for SLIC
9.1.6 Modelling Methodologies for Iterative ML
For non-linear ML receivers, per-layer SINR may not be a good metric because the ML receiver exploits the discrete nature of inter-layer interference. In addition, the iterative ML receiver in NAICS needs to handle more layers (considering the total number of serving and interference layers) than the conventional ML receiver does. In this section, we introduce a new metric that captures non-linear processing of iterative ML receivers.

For NAICS, we consider the following system model 
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, [image: image224.png]



	(1)


where [image: image226.png]y(k) e CV



 is a received vector, [image: image228.png]H. (k) e C"""4



 and [image: image230.png]H;(k) e C"*™



 are the serving and interference channel matrices, respectively, [image: image232.png]x (k) e C"



 and [image: image234.png]x;(k)e "



 are the transmitted symbol vectors with unit powers for the serving and the interfering cells, respectively, and [image: image236.png]n(k)ecV



 is a zero-mean circularly symmetric white Gaussian noise vector such that [image: image238.png]


. The parameters[image: image240.png]N, M., M;,



 and [image: image242.png]


 represent the number of receive antennas, the number of serving layers, the number of interference layers, and the number of coded subcarriers. Without loss of generality, we omit the subcarrier index. 

As can be seen Equation (1), we can consider NAICS communication as multiple access channel and the corresponding rate region is illustrated in Figure 1, where [image: image244.png]


 and [image: image246.png]


 denote the achievable rate for [image: image248.png]


 and [image: image250.png]


, respectively.
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Figure 1 : The rate regions for [image: image252.png]


 and [image: image254.png]



From this figure, it can be seen that the rates for [image: image256.png]


 and [image: image258.png]


 should be selected jointly. For the same reason, the link-quality metric based on the mutual information cannot be simply decoupled into two link-quality metrics for serving signals and interfering signals. However, for any given [image: image260.png]


, [image: image262.png]al(xylx) + (1 — a)llxsy)



 can be considered as a link-quality metric for serving signals and [image: image264.png](1 - a)llx;ylx) + allx;y)



 can be considered as a link-quality metric for interfering signals because they determine the rates for serving signals and interfering signals, respectively. While any [image: image266.png]


 can be chosen, we use [image: image268.png]0.5



 for our simulations.
In Figure 1, the multiple access channel rate region is given by 
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and the rates corresponding to two corner cases are obtained by
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,
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where [image: image280.png]PLG) = (1 + 2R, 00H )



 and [image: image282.png]P = (1 + 2R GOHW)



.
Then, a link-quality metric for serving signals is given by
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	(4)


and a link-quality metric for interfering signals is given by
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Finally, we propose to build BLER look-up tables (LUT) based on link-level simulations given by

	[image: image285.png]f(c,, c,MCS,,MCS;),




	(6)


where MCSs and MCSi denote serving MCS and interference MCS, respectively. This LUT needs to be built for all possible rank combinations for serving and interference signals. However, it does not need to be built for all precoding matrices because the effective channel matrices [image: image287.png]H.(k)



 and [image: image289.png]H; (k)



 that include precoding can be used. The system level simulations for iterative R-ML receiver use the BLER table constructed with [image: image291.png]0.5



. This BLER table construction naturally captures any suboptimality in detection and decoding of iterative R-ML receiver.

-------------------------< end of text proposal >--------------------------------------------------------
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