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1
Introduction
This contribution discusses resource allocation for D2D discovery in network coverage. We discuss the architecture for resource allocation (Type1 vs. Type 2) and corresponding impact on resource overhead and discovery performance.  

Three types of discovery mechanisms have been identified:
	· Type 1: a discovery procedure where resources for discovery signal transmission are allocated on a non UE specific basis

· Note: Resources can be for all UEs or group of UEs

· Type 2: a discovery procedure where resources for discovery signal transmission are allocated on a per UE specific basis

· Type 2A: Resources are allocated for each specific transmission instance of discovery signals

· Type 2B: Resources are semi-persistently allocated for discovery signal transmission


First, we agree with the observations from [1] that the difference in Type 1 and Type 2 discovery is only in terms of resource management, and the rest of the aspects should be considered common for both types of discovery. 
Hence, we focus on resource management aspects of Type 1 and Type 2 discovery here.  In our view, there are two main differences in the resource management – resource allocation signalling and resource selection methods.  We assume the following methods for resource allocation signalling and resource selection methods in this contribution for comparison. 

	
	Type 1
	Type 2a
	Type 2b

	Resource allocation signalling
	SIB signalling 
	Dedicated RRC signalling to TX UE per discovery instance

SIB signalling for RX UEs
	Dedicated RRC signalling to TX UEs in a semi-persistent manner 

SIB signalling to RX UEs

	Resource selection method
	Lowest energy based 
	Orthogonal within each cell

Reuse pattern across cells as shown in Figure 3.
	Orthogonal within each cell

Reuse pattern across cells as shown in Figure 3. 


Based on this, we discuss:

1. Overheads associated with resource allocation signalling in Section 2
2. Impact on discovery performance of resource allocation  in Section 3
2
Overheads associated with resource allocation 

Resource allocation overheads are different for different types of discovery. 
We assume for Type 1 discovery, resource allocation overhead is fixed and doesn’t scale with number of UEs. Though the number of PRB used is dependent on fields of the SIB; we think it can be considered negligible as it is common for all UEs and might just be few PRBs (~10).
We assume for Type 2a discovery, resource allocation overhead needs to be computed for every instance of discovery.

We assume for Type 2b discovery, resource allocation is done on every cell change.  To model overhead associated with this, we assume a way point model with 3 km/hr to simulate mobility (we assume an ISD of 500 meters to compute the rate of handoff). 

Hence, we assume the following overheads (see Appendix A for signalling flow used):

	Method
	Overhead Assumed (per instance)

	SIB signalling
	10 PRBs 

	RRC IDLE to CONNECTED
	25 PRBs

	Resource assignment from eNodeB when in RRC_CONNECTED
	5 PRBs


Additionally, the results for Type 2a and 2b discovery depend crucially on whether the UEs are in RRC_IDLE or in RRC_CONNECTED, and hence compare the following two scenarios:
1. All UEs are in RRC_IDLE

2. All UEs are in RRC_CONNECTED 

The results are given in Figures 1 and 2 below. 
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Figure 1: Radio resources consumed for resource allocation (all UEs start in RRC_IDLE)
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Figure 2: Radio resources consumed for resource allocation (all UEs start in RRC_CONNECTED)
We note that the results here are only for resources needed for discovery resource allocation, and do not include resources needed for discovery itself and associated spatial reuse (unlike [2]).

It is evident from the results (i.e. Figure 1, 2) that Type 1 discovery mechanism is very efficient compared to Type 2A and 2B in terms of resource consumption. Performance of Type 2A and 2B degrades even further at higher speeds because of higher signalling overhead in handover. Also Type 2A and 2B cause signalling overhead in core network at higher speed.
Observation 1: resource allocation for Type 1 discovery is much more efficient compared to Type 2A and Type 2B discovery for both RRC_IDLE and RRC_CONNECTED UEs.
3 
Discovery Performance Comparison

In this section we compare the discovery performance without the resource allocation overheads to assess gains of centralized resource assignment for Type 2 discovery.  
First, we note that for Type 2 discovery, some resource co-ordination is needed across eNodeBs to enable inter-cell discovery. So, we use a reuse pattern shown in Figure 1 for simulation purposes. In particular, the set of discovery resources (33 sub-frames) is divided into 3 TDMed resource groups of 11 sub-frames each, and within each resource group, orthogonal resource allocation is done by the eNodeB for each cell. 

Additionally, we note that due to half duplex constraint, a pseudo-random mapping from a logical resource (assigned by the eNodeB) to physical resource is needed. Hence, we implement an optimized pseudo-random hopping to minimize the impact of half duplex constraint.  

Observation 2: inter-eNodeB co-ordination for avoiding resource collision, and a pseudo-random hopping of resources to deal with half duplex constraint is needed for Type 2 discovery. 
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Figure 3 Resource reuse pattern for Type 2 discovery

We simulate the Option 3 with all outdoor UEs with 33 SF system resources, and assume each transmission is 2 PRBs x 1 sub-frame.

The results are shown in the figure below:
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Figure 4 Type 1 vs. Type 2 discovery resource comparison

We observe that:

Observation 3: even with resource co-ordination and management by eNodeBs, Type 1 discovery performs similar to Type 2 discovery.  

4
Conclusion 

In this contribution, we compared Type 1 and Type 2 D2D discovery mechanisms. 
Observation 1: resource allocation for Type 1 discovery is much more efficient compared to Type 2A and Type 2B discovery for both RRC_IDLE and RRC_CONNECTED UEs.
Observation 2: inter-eNodeB co-ordination for avoiding resource collision, and a pseudo-random hopping of resources to deal with half duplex constraint is needed for Type 2 discovery. 

Observation 3: even with resource co-ordination and management by eNodeBs, Type 1 discovery performs similar to Type 2 discovery.  

We propose:

Proposal 1: Type 1 discovery should be considered as baseline for D2D discovery.
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Annex A
To model signalling overhead related RRC_CONNECTED setup and release, we use Table 5.2.1-1 from [3] which is reproduced below. 

Table 5.2.1-1 – RRC Connection Setup / Release Sequence – Example 1

	Step
	( UL

( DL
	Contents (of MAC PDU or L1 control)
	MAC PDU Size (Bytes)

	
	
	
	UL
	DL

	1
	(
	Preamble
	--
	--

	2
	(
	Random Access Response (+PDCCH DL grant)
	--
	8

	3
	(
	RRC Connection Request
	7
	--

	4
	(
	PHICH ACK
	--
	--

	5
	(
	Contention Resolution CE (+PDCCH DL grant)
	--
	7

	6
	(
	PUCCH ACK
	--
	--

	7
	(
	RRC Connection Setup (+PDCCH DL grant)
	--
	30

	8
	(
	PUCCH ACK
	--
	--

	9
	(
	Scheduling Request
	--
	--

	10
	(
	PDCCH UL grant
	--
	--

	11
	(
	RRC Connection Setup Complete (inc. NAS Service Request) + PHR + short BSR
	20
	--

	12
	(
	PHICH ACK
	--
	--

	13
	(
	RLC Status PDU (+PDCCH DL grant)
	--
	3

	14
	(
	PUCCH ACK
	--
	--

	15
	(
	Security Mode Command (+PDCCH DL grant)
	--
	11

	16
	(
	PUCCH ACK
	--
	--

	17
	(
	Scheduling Request
	--
	--

	18
	(
	PDCCH UL grant
	--
	--

	19
	(
	Security Mode Complete + RLC Status PDU + PHR + short BSR
	17
	--

	20
	(
	PHICH ACK
	--
	--

	21
	(
	RLC Status PDU (+PDCCH DL grant)
	--
	3

	22
	(
	PUCCH ACK
	--
	--

	23
	(
	RRC Connection Reconfiguration (+PDCCH DL grant)
	--
	45

	24
	(
	PUCCH ACK
	--
	--

	25
	(
	Scheduling Request
	--
	--

	26
	(
	PDCCH UL grant
	--
	--

	27
	(
	RRC Connection Reconfiguration Complete + RLC Status PDU + PHR + short BSR
	19
	--

	28
	(
	PHICH ACK
	--
	--

	29
	(
	RLC Status PDU (+PDCCH DL grant)
	--
	3

	30
	(
	PUCCH ACK
	--
	--

	31
	(
	RRC Connection Release (+PDCCH DL grant)
	--
	10

	32
	(
	PUCCH ACK
	--
	--

	33
	(
	Scheduling Request
	--
	--

	34
	(
	PDCCH UL grant
	--
	--

	35
	(
	RLC Status PDU
	3
	--

	36
	(
	PHICH ACK
	--
	--

	Total Bytes
	66
	120

	Number of occupied subframes
	18
	18
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