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1
Introduction
In this contribution, we present results for full buffer, VOIP and FTP for D2D broadcast.

We repeat some of the results presented in [1], and present additional simulations results to further improve the performance based on analysis in [2] as well as providing additional results for FTP for D2D broadcast. 

For D2D broadcast design, the following agreement was made in RAN1 #74 [3]. 


Following this agreement, we present design and simulation results for D2D Broadcast. Note that the additional results over [1] are presented in Section 3.2.5 (impact of diversity) and Section 3.3. (FTP simulation results). 
2  
Proposed Design Framework
We re-iterate following two observations from [4] based on the agreed topology and simulation assumptions for D2D Broadcast. 


These two observations lead to the following design principles:


Additionally, we highlight the following assumption that we make for both design and simulations 
A receiver is able to receive from multiple transmitters at the same time subject to the interference constraints 

Proposal 1: a RX UE should simultaneously try to receive from different TX UEs subject to interference constraints. 

Based on these design principles and assumption we propose the design framework below, and study the design framework based on system simulation results. 
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Figure 1 Proposed Design Framework
1. Channelization -- divide the channel bandwidth into subchannels of fixed bandwidth b  RBs  
2. Subchannel selection -- Each transmitter picks one sub-channel to transmit on. The sub-channel is selected based on lowest received energy at the transmitter. 

3. Subchannel access -- each transmitter transmits on the selected sub-channel for x fraction of the time. 
a. Note that this is mostly needed to deal with the high dynamic range or in-band emissions
4. MCS – we assume fixed MCS (e.g. QPSK rate ½ on the occupied sub-channel)

5. Power Control – we assumed fixed maximum power transmissions
6. HARQ – we assume blind HARQ re-transmissions. 
a. Note: this is done to increase reliability especially in presence of changing interference 
7. Signaling Design – we propose to reuse the uplink signaling as much as possible. For details, please see [5]
8. Synchronization – the proposed design works for both asynchronous and synchronous deployments

9. Multiplexing between D2D and Uu – design-wise we propose TDM between D2D and WAN communication. However, in this contribution, we focus on the out of network case and assume 100% resources are used for D2D.
Note that this proposed design framework at a high level is similar to the TETRA DMO design [6]. 

3  Simulation Results
In this section, we present simulation results for full buffer, VOIP and FTP traffic models. 
The design is based on the design framework outlined in Section 2, and we investigate proper parameter choices within the design framework through system level simulations. We study simulation performance against mainly these parameters:
1. b – number of  RBs per sub-channel

2. x – probability of accessing a sub-channel when the transmitter has data to send
3. In-band emissions (IBE) model 

4. Number of transmitters per cell 

5. Number of  transmissions/packet (for VOIP only)

Note that we present results in terms of rate CDF (for full buffer) or CDF of packets delivered (for VOIP) – note that the CDF has a point for every TX-RX UE pair within -112 dBm RSRP and not just to the strongest transmitter.

We make the following simulation assumptions:
Table 1: Simulation assumptions
	Parameters
	Assumptions

	Layout
	Option 5 (ISD = 1732m) w Indoor Hotspot 
(80% indoor UEs)

	Carrier Frequency, System Bandwidth
	700 MHz, 10 MHz

	Num TX
	3/Cell unless specified 

	Number of UEs
	32/Cell 

	TX Power
	23 dBm

	Num RX antennas
	2 

	Fading
	For I2I: Modified ITU-R SCM InH LOS or NLOS
For O2I: Modified ITU-R SCM O2I

For O2O: Modified ITU-R SCM UMi LOS or  NLOS

	IBE Model
	W,X,Y,Z = {3,6,3,3} unless specified

	
	VOIP
	FTP
	Full Buffer

	File Size
	N/A
	10 KB
	Not modelled

	Packet Size
	44 Bytes (incl. CRC)
	44 Bytes 
	Not modelled

	Coding/Modulation
	Turbo/QPSK
	Turbo/QPSK
	Turbo

	Number of transmissions per packet
	4 (unless specified)
	4 
	Not modelled

	HARQ modelling
	Exponential SNR combining
	Exponential SNR combining
	Not modelled

	System Overhead
	Modelled in the link curve
	Modelled in the link curve
	35%

	Link Curve
	See Appendix A


3.1 Full Buffer Traffic.

As specified in Appendix A, to convert computed SINR to rate, we simply use a link curve based on PUSCH. Note that this is done to understand performance of the system without the constraints of packetization, and finite HARQ re-transmissions. For VOIP simulation we model both of these in detail. 

3.1.1 Impact of sub-channel size
We study the impact of sub-channel size on system performance.

Here, b=1 corresponds to a 180 KHz transmissions, and b=2 corresponds to a 360 KHz sub-channel and so on. We assume that each transmitter is always transmitting on its selected sub-channel (i.e. x= 1). 
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Figure 2 Impact of channelization
Note that since we do not model packetization here, the way to interpret these results are that a point on the CDF curve represents supportable data rate (if the transmitter chose to use that data rate to broadcast at). So, for example
1. For b = 48, 66% of the UEs can support a rate of 100 Kbps
2. For b = 2,  90% of the links can support a rate of 100 Kbps

3. For b = 6, 50% of the links can support a data rate of  2 Mbps
We make the following two observations:

Observation1:  for wideband transmissions with always on access, about 25% of the links are in outage  

Observation 2: for narrowband FDMed transmissions and always on access, about 8% of the links are in outage.
Based on this, we make the following proposal:
Proposal 2: the broadcast design should allow multiple TX UEs to send narrowband signals in an FDM manner.

3.1.2 Impact of channel access probability 

To deal with the outage caused by always on access, we propose a simple i.i.d. random access scheme where a transmitter transmits with probability x on given sub-frame. We show the results below for various values of x for b = 2. 
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Figure 3 Impact of Channel Access Probability
Observation 3: the outage caused by always on access can be reduced with randomized channel access
Proposal 3: time orthogonalization across transmitters is needed to deal with in-band emissions

3.1.3 Impact of IBE 

Next, we look at impact of in-band emissions on the performance.  We plot three IBE models for varying values of x for b =2. 
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Figure 4 Impact of IBE model
We make the following observation:

Observation 4: without IBE, always on access has the best performance.
Some additional results for full buffer are provided in appendix B. 
3.2 VOIP  traffic. 
The link level modeling for VOIP is specified in Appendix A. 

The main difference from the full buffer simulations is modeling of VOIP packet arrivals, (blind) H-ARQ, and modulation/coding link curve based on VOIP packet size parameters. 

In these simulations, we fix value of b (=2), and x (=0.5).

We pick QPSK modulation and turbo code with 352 information bits. 

We assume 4 total transmissions of a voice packet by default – we assume no VOIP packet aggregation.  
We note that some changes to the link level modeling of VOIP have been made from [1]  for which updated results have been provided. 
3.2.1 Baseline VOIP results 

Figure 6 shows the performance of the proposed scheme for VOIP in terms of packets failure rate CDF.
Note that the delay of successful VOIP packets is within target by design, but is presented for completeness in Section 3.2.4.
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Figure 5 Baseline results for VOIP: CDF of packet error rate per link
We make the following two observations for the baseline scheme:

Observation 5: 80% of links (associated TX-RX UE pairs) see < 2% packet loss with 4 transmissions/packet

Observation 6: 86% of links see < 5% packet loss with 4 transmissions/packet
3.2.2 Impact of  IBE 

Next, we plot results with different IBE models and see there is not a significant variation in performance. 
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Figure 6 Impact of In-band emissions model on packet error rate
From this, we make the following observation:

Observation 7: IBE models do not significantly impact VOIP performance, and this suggests that the VOIP performance is limited at a link level.

3.2.3 Impact of Number of Transmitters

Next, we look at VOIP performance for varying number of transmitter UEs per cell while keeping total number of UEs/cell constant. 
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Figure 7 Impact of transmitter density on packet error rate
We make the following observation:

Observation 8: we do not see significant variation in performance with number of transmitters per cell, and this suggests that the VOIP performance is limited at a link level.

3.2.4 Impact of Re-transmissions

We look at the performance with different number of transmissions per packets, and see that higher number of transmissions improve the performance as this will improve performance at a link level. 
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Figure 8 Impact of number of HARQ transmissions on packet error rate per link

Observation 9: with 6 transmissions per VOIP packet, 86% of the links are able to receive more than 98% of the packets.

Finally, plot the delay (for successfully received packets), and see that it is well within the VOIP latency target of 200ms. We note that this plot is independent of packet success/failure or channel conditions because our scheme performs a blind retransmission of every packet with fixed parameters. 
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Figure 9  VOIP packet delay CDF
Observation 10: the packet delay is within VOIP latency target by design, 

Observation 11: VOIP latency target can be met even with D2D sharing resources with WAN as long as one in 8 sub-frames is allocated for D2D.
3.2.5 Impact of Frequency and Time Diversity

In this section, we study the system level impact of frequency and time diversity on D2D VOIP. Significant link level gain is shown in [2] when incorporating time and frequency interleaving. We confirm corresponding gains in a system level setting. 
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Figure 10 Time and frequency-diversity schemes illustration
3.2.5.1 Impact of Frequency Diversity

We consider the performance of energy-based scheduler with and without frequency diversity. The energy-based scheduler works as follows: once every T timeslots, every transmitter picks one of the 24 possible sub-channels based on the minimum received energy, sequentially in a pseudorandom fashion. Each sub-channel is 2RB (360 KHz) in frequency, and 1 ms in time. For the purpose of simulation, we used T = 100. Channel access probability is 0.5 as before. For frequency diversity, we use a pseudorandom mapping of logical to physical frequency sub-channels, which changes in every timeslot (i.e., every 1 ms). This modification is expected to improve performance because it “averages out” fading, i.e., a transmitter is not deterministically stuck in bad fading environment for long.
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Figure 11 Effect of frequency diversity on packet error rate per link
3.2.5.2 Impact of Time Diversity

For the same energy-based scheduler as in Section 3.2.5.1, we analyze the performance impact of time diversity. Here every VoIP packet is transmitted 6 times (6-Harq), with mean inter-transmission time of 30 timeslots (30 ms). The results are summarized inFigure 12. As we can see, there is significant gain in performance achieved by time diversity. Note also that the VoIP packet delay budget of 200 ms is easily met with the proposed time diversity scheme.
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Figure 12 Effect of time diversity on packet error rate per link 
3.2.5.3 Impact of Time and Frequency Diversity

We also analyzed the performance improvement as a result of both time and frequency diversity. The performance is seen to be better than the pure time-diversity scheme, but only marginally. Since the improvement is not much over the time-diversity scheme, we do not present those results. Based on the results on time and frequency diversity, we make the following observation and proposal:

Observation 12: with time and frequecy diversity techniques, VOIP performance can be improved to less than 5% of links being in outage. 
Proposal 4: Time-diversity and frequency-diversity techniques should be studied further. 
3.3 FTP traffic 
Just like VoIP, FTP traffic presents another scenarios with dynamic interference.  We observe a replication of the trends seen with VoIP traffic.  Specifically, we present the CDF of ‘number of packet errors per file transmission per link’ for the following two schemes:
1. Baseline: Identical to baseline scheme for VoIP.  The 10KB file is packetized into 352 bit packets with 4 (blind) HARQ transmissions per packet.  Sub-channel size b = 2RBs and channel access probability x = 0.5. 

2. Time and Frequency Diversity:  Same as above except retransmissions occur on average 20ms apart.  Moreover, frequency diversity is realized through pseudorandom logical-to-physical subchannel mapping across retransmissions.
Packet error statistics for above two schemes are presented in Figure 12; note that these results corresponds to about 1.8 secs (= 228 pkts*4 HARQ/x) file transfer delay, or equivalently an effective transmission rate of 44kbps.  We make the following observations:
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Figure 13 FTP traffic results: CDF of 'number of unreceived packets per file per link'
Observation 13: With time and frequency diversity techniques, 82% of links successfully receive a 10KB file (i.e., links see no packet errors for the 228 packets transmitted per file.)  Moreover, Only 5% links fail due to more than 10 packet errors (i.e., 5% links see packet error rate of 0.05 or higher.)
We note that in the absence of physical layer feedback, application layer coding, such as Raptor codes, can further mitigate file transmission errors, by relaxing the zero packet error requirement to a small fraction of packet errors.
4 
Conclusion

In this contribution, we proposed a design for D2D broadcast, and validated it with system simulation for full buffer and VOIP. 

We made the following proposals:

Proposal 1: a RX UE should simultaneously try to receive from different TX UEs subject to interference constraints. 

Proposal 2: the broadcast design should allow multiple TX UEs to send narrowband signals in an FDM manner.

Proposal 3: time orthogonalization across transmitters is needed to deal with in-band emissions
Proposal 4: Time-diversity and frequency-diversity techniques should be studied further. 
The proposals are supported by the following observations based on system simulations:

Observation1:  for wideband transmissions with always on access, about 25% of the links are in outage  

Observation 2: for narrowband FDMed transmissions and always on access, about 8% of the links are in outage.
Observation 3: the outage caused by always on access can be reduced with randomized channel access
Observation 4: without IBE, always on access has the best performance.

Observation 5: 80% of associated TX-RX UE pairs see < 2% packet loss with 4 transmissions/packet

Observation 6: 86% of associated TX-RX UE pairs see < 5% packet loss with 4 transmissions/packet
Observation 7: IBE models do not significantly impact VOIP performance, and this suggests that the VOIP performance is limited at a link level.

Observation 8: we do not see significant variation in performance with number of transmitters per cell, and this suggests that the VOIP performance is limited at a link level.

Observation 10: the packet delay is within VOIP latency target by design, 

Observation 11: VOIP latency target can be met even with D2D sharing resources with WAN as long as one in 8 sub-frames is allocated for D2D.

Observation 12: with time and frequecy diversity techniques, VOIP performance can be improved to less than 5% of links being in outage. 
Observation 13: With time and frequency diversity techniques, 82% of links successfully receive a 10KB file (i.e., links see no packet errors for the 228 packets transmitted per file.)  Moreover, Only 5% links fail due to more than 10 packet errors (i.e., 5% links see packet error rate of 0.05 or higher.)
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A 
Simulation Assumptions 

A.1 Full buffer link level modeling  

The figure below shows the SNR to rate mapping – note that this assumes large block length turbo codes from TS 36.212. The SNR is computed at a system level and mapped to a rate for each sub-frame (note that a rate of 0 is used for SNR < -8 dB). These simulations do not include modelling of packetization and should be treated as optimal rate that can be achieved. A detailed link level modelling is done for VOIP simulations which is discussed in the next section. 
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Figure 14 SNR to rate mapping for full buffer

A.2 VOIP link level modeling  

We assume a 44 Byte packet including CRC and use the corresponding link curve based on TS 36.212. The block error rate is plotted below again EbNo – the SNR is computed at a system level and converted to EbNo based on bandwidth and number of re-transmissions. An exponential averaging is used to average across multiple RBs and/or transmissions. 
[image: image15.png]Block Error Rate for Turbo Code with 352 Info Bits (rate 1/3)

10

10 |

1071

Probability of block error

10,

T T T T

25




Figure 15 BLER for VOIP packet

B 
Additional simulation results
B.1 Full buffer --  impact of Number of Transmitters

Here, we present results with varying number of transmitter UEs per cell while keeping total number of UEs/cell constant. 
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Figure 16 Impact of Number of Transmitters

We note that for higher number of transmitters per cell, a lower value of x performs better. 

Observation: the optimal access probability is function of number of transmitters/cell.
Baseline for the broadcast communication on which RAN plenary has tasked RAN1 to focus, is that no closed loop physical layer feedback is used; can be revisited if significant benefits of introducing some such feedback are shown. 








Observation 1: majority of the transmitters have an associated weak UE with pathloss > 130 dB (or SNR < -12 dB).


Observation 2: the dynamic range of pathloss to associated TX UEs for a given RX UE can be as high as 80 dB.





Design Principle 1: Transmissions should be narrowband due to link budget limitation 


Design Principle 2: Transmissions from different TX should be FDMed to maximize spectrum use


Design Principle 3: Time orthogonalization across multiple transmitters is needed to deal with large dynamic range





Number of Tx = 3/Cell


IBE model = {3,6,3,3}


b = 2 


x = 0.5


#  transmissions/packet = 4
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