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1 Introduction
From RAN1#74 meeting, study item on CoMP with non-ideal backhaul was started.  Scenarios and evaluation assumptions for CoMP with non-ideal backhaul was discussed and agreements were captured in[1].    Agreed scenarios for evaluation are CoMP scenario 2, SCE scenario 1 and SCE scenario 2a.  In this contribution, evaluation is done on semi-static point selection/blanking (SSPS/B) under these scenarios based on the agreed evaluation assumptions in [1].
2 Performance evaluation of semi-static point selection/blanking with non-ideal backhaul
In our system level simulation,  maximum size of three is assumed for the CoMP measurement set as supported in Rel-11.  Different from ideal backhaul assumed in Rel-11, non-ideal backhaul is assumed here.  According to [3], definition of non-ideal backhaul covers various types of backhaul technologies with latency ranging from 2ms to 60ms.    With different backhaul latencies, different kind of coordination can be done.  The backhaul latency mainly affects the data and information exchange including scheduling information, CSI/HARQ feedback information.  
In our simulation, we investigate the performance of semi-static point selection/blanking with two latency values for non-ideal backhaul which are 5ms and 50ms as agreed in [1].
Reference schemes we used for performance comparison are:

· Rel-11 Intra-site dynamic point selection/blanking (DPS/PDB) between the 3 sectors of each macro  

· Rel-11 feICIC with time domain ABS for SCE scenario 1
· Rel-11 CoMP feedback with up to 4 CSI processes 
In each scenario, three different traffic loadings are used to represent low load, medium load and high load cases respectively.  More details of simulation assumptions are shown in the appendix. 
2.1   CoMP Scenario 2 with NIB
CoMP Scenario 2 is a homogeneous network scenario defined in Rel-11[2].  In our simulation,  CoMP measurement set (with size up to 3 cells) can be chosen from the 9 cell-cluster [2].    Performance results of this scenario are shown in Table1.  According to table 1, it doesn't provide any gain with semi-static point selection/blanking with 5ms and 50ms backhaul latencies in different loadings.  
Table 1 Performance comparison between different backhaul latency for CoMP Scenario 2
	Traffic Load
	Backhaul Types
	Mean UPT 

(Mbps
	5% UPT

(Mbps)
	50% UPT

(Mbps)
	95% UPT

(Mbps)

	Low

(RU = 20%)

(λ=1)
	Reference scheme
	19.1012
（0%）
	5.8279
（0%）
	16.8422
（0%）
	39.4252
（0%）

	
	5ms latency
	18.4214
（-4%）
	5.3928
（-7%）
	15.8960
（-6%）
	38.7996
（-2%）

	
	50ms latency
	18.1107
（-5%）
	4.7378
（-18%）
	15.5403
（-8%）
	38.2994
（-3%）

	Medium 

(RU = 50%)

(λ=2)
	Reference scheme
	12.3374
（0%）
	2.1117
（0%）
	9.8288
（0%）
	30.8006
（0%）

	
	5ms latency
	11.6957

（-5%）
	1.9102

（-10%）
	9.3511

（-5%）
	30.4002

（-1%）

	
	50ms latency
	11.6121

（-6%）
	1.7097

（-19%）
	9.1605

（-7%）
	29.9228

（-3%）

	High

(RU = 80%)

(λ=3)
	Reference scheme
	7.6193

（0%）
	0.8031

（0%）
	3.8569

（0%）
	26.7139

（0%）

	
	5ms latency
	7.3221

（-4%）
	0.7544

（-6%）
	3.7458

（-3）
	26.4201

（-1%）

	
	50ms latency
	7.3224

（-4%）
	0.7344

（-9%）
	3.6556

（-5%）
	26.3639

（-1%）


2.2  Small cell Scenario 1 with NIB
In this scenario, we consider 4 small cells per macro cell.  Performance results of this scenario are shown in Table2.   It can be observed that  some gain can be obtained by doing SSPS/B with 5ms latency.  Up to 13% gain is observed on the medium UE throughput when the loading is high.  For 50ms latency, loss is observed in all cases. 
Table 2 Performance comparison between different backhaul latency for small cell scenario #1
	Traffic Load
	Backhaul Types
	Mean UPT 

(Mbps
	5% UPT

(Mbps)
	50% UPT

(Mbps)
	95% UPT

(Mbps)

	Low

(RU = 15%)

(λ=5)
	Reference scheme
	31.7544
（0%）
	8.2782
（0%）
	31.9424
（0%）
	50.2469
（0%）

	
	5ms latency
	32.5353
（+2%）
	8.2900
（0%）
	32.6986
（+2%）
	50.7498
（+1%）

	
	50ms latency
	29.8659
（-6%）
	7.2857
（-12%）
	30.56
（-4%）
	50.2821
（0%）

	Medium 

(RU = 35%)

(λ=10)
	Reference scheme
	22.9862
（0%）
	2.9342
（0%）
	22.0962
（0%）
	46.2586
（0%）

	
	5ms latency
	23.8395
（+4%）
	3.0094
（+3%）
	23.6375
（+7%）
	46.4353
（0%）

	
	50ms latency
	21.4031
（-7%）
	2.4761
（-16%）
	20.0379
（-9%）
	44.1233
（-4%）

	High

(RU = 55%)

(λ=15)
	Reference scheme
	18.4751
（0%）
	1.1334
（0%）
	15.705
（0%）
	45.1444
（0%）

	
	5ms latency
	19.3638
（+5%）
	1.1152
（-2%）
	17.8137
（+13%）
	43.3204
（-4%）

	
	50ms latency
	16.8228
（-9%）
	1.0111
（-11%）
	15.0941
（-4%）
	40.9162
（-10%）


2.3  Small cell Scenario 2a with NIB
For small cell scenario 2a, we consider sparse scenario with 4 small cells per macro and dense scenario with 10 small cells per macro.  The  performance results are shown in Table 3 and Table 4.   Significant gain can be obtained when the latency is 5ms.  Up to 19% gain can be observed on medium UE throughput in sparse scenario.  More gain (up to 40%) gain can be observed on medium UE throughput in dense scenario.   For 50ms latency, less loss is observed but it still doesn't provide any gain.
Table 3 Performance comparison between different backhaul latency for small cell #2a sparse scenario 
	Traffic Load
	Backhaul Types
	Mean UPT 

(Mbps
	5% UPT

(Mbps)
	50% UPT

(Mbps)
	95% UPT

(Mbps)

	Low

(RU = 15%)

(λ=5)
	Reference scheme
	30.2464

（0%）
	10.2375
（0%）
	29.3093
（0%）
	42.5863
（0%）

	
	5ms latency
	31.4034

（+4%）
	10.7755
（+5%）
	30.8004
（+5%）
	46.5318
（+9%）

	
	50ms latency
	29.7536

（-2%）
	9.7086
（-5%）
	28.6856
（-2%）
	43.2505
（+2%）

	Medium 

(RU = 35%)

(λ=10)
	Reference scheme
	22.0011
（0%）
	5.4776
（0%）
	21.3443
（0%）
	39.7287
（0%）

	
	5ms latency
	23.9819
（+9%）
	6.1502
（+12%）
	23.9174
（+12%）
	41.2953
（+4%）

	
	50ms latency
	20.7301
（-3%）
	5.286
（-3%）
	19.9815
（-6%）
	37.7614
（-5%）

	High

(RU = 55%)

(λ=15)
	Reference scheme
	16.8709
（0%）
	2.2681
（0%）
	14.7405
（0%）
	38.0283
（0%）

	
	5ms latency
	18.8005
（+11%）
	2.8866
（+27%）
	17.5938
（+19%）
	37.4706
（-1%）

	
	50ms latency
	15.4622
（-8%）
	2.2382
（-1%）
	13.9666
（-5%）
	33.7901
（-11%）


Table 10 Performance comparison between different backhaul latency for small cell #2a dense scenario 
	Traffic Load
	Backhaul Types
	Mean UPT 

(Mbps
	5% UPT

(Mbps)
	50% UPT

(Mbps)
	95% UPT

(Mbps)

	Low

(RU = 20%)

(λ=12.5)
	Reference scheme
	19.5892
(0%)
	3.2369
(0%)
	18.484
(0%)
	37.813
(0%)

	
	5ms latency
	21.0225
(+7%)
	3.0891
(-4%)
	20.6368
(+5%)
	40.3302
(+7%)

	
	50ms latency
	18.0046
(-8%)
	3.0252
(-6%)
	16.7335
(-9%)
	36.4978
(-3%)

	Medium 

(RU = 40%)

(λ=25)
	Reference scheme
	11.4975
(0%)
	0.8040
(0%)
	8.6319
(0%)
	31.5032
(0%)

	
	5ms latency
	13.7429
(+20%)
	0.8089
(0%)
	12.0737
(+40%)
	33.6536
(+7%)

	
	50ms latency
	10.5871

(-8%)
	0.8031

(0%)
	8.8686

(+3%)
	29.0103

(-8%)


Based on the results, we have the following observations: 
Observations:
· In homogeneous network, SSPS/B doesn't provide any gain for both low backhaul latency and high backhaul latency cases.   

· For small cell scenarios 1 and 2a, SSPS/B provides significant gain with 5ms backhaul latency.  However, there is no performance benefit for the high backhaul latency case i.e. 50ms.  
· SPSS/B provides more performance benefit in small cell scenario 2a comparing with scenario 1.  

· SPSS/B provides more performance benefit in dense small cell deployment in small scenario 2a. 
3 Conclusion
In this contribution, performance evaluation is performed to investigate the impact of non-ideal backhaul on CoMP performance.   Two different latency values (5ms and 50ms) are used in our evaluation.   Based on the simulation results, we propose to focus on the evaluation of SSPS/B on small cell scenarios with more emphasis on dense small cell deployment in which higher interference is observed.
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Appendix A.1

Table A.1 Simulation parameters for homogeneous network deployment
	Parameters
	Assumptions

	Cellular Layout 
	Hexagonal grid, 19 cell sites, 3 cell sectors per site and 9 cell sectors in a cluster
Scenario 2 

	Number of users per cell
	10

	Distance-dependent path loss
	L=128.1 + 37.6log10(.R), R in kilometers @ 2GHz

	Inter-site distance
	500m

	Operating bandwidth (BW)
	10 MHz FDD

	Penetration loss 
	20dB

	Shadowing standard deviation
	8 dB

	Shadowing correlation
	Inter-eNodeB: 0.5  Inter-cell: 1.0

	UE Speed
	3km/h

	Channel model
	3GPP Case1 3D -  SCME- UMa  (High Spread)

	Antenna configuration
	Transmitter: 2 Tx cross-polarized antenna at eNB

Receiver: 2Rx cross-polarized antenna at UE

Antenna tilt etilt = 15 degree

	CQI/PMI reporting interval and frequency granularity 
	5ms for CQI/PMI, 6RB

	Feedback scheme
	Rel-12 enhanced CSI feedback, PUSCH mode 3-2

	CoMP scheme
	SSPS/B

	Threshold for cell-edge UE decision
	9 dB

	Delay for scheduling and AMC
	6ms

	Scheduler 
	Proportional Fair

	Receiver
	MMSE-IRC receiver

	HARQ Scheme
	Chase Combining

	Maximum number of retransmissions
	3

	Traffic model
	FTP model 1 as in TR 36.814 
File size is 0.5MByte

• Including low, medium, and high load levels (e.g. RU 20%, 40%, 60% across all cells)

	Feedback Assumption
	Non-ideal, based on CSI-RS for channel measurements, based on DMRS for data demodulation, 

based on IMR for Interference

	CRS interference
	CRS interference and non-ideal CRS interference canceling is modelled


Appendix A.2

Table A.2 Simulation parameters for small cell Scenario #1 deployment
	Parameters
	Assumptions

	Cellular Layout
	Hexagonal grid, 7 sites, 3 Macro cells per site, wrap‑around
Clusters uniformly random within macro geographical area; small cells uniformly random dropping within cluster area

	Number of small cell clusters per macro cell area
	1

	Number of small cells per cluster
	4

	Number of UEs dropped within each macro geographical area
	30

	Channel Model
	ITU UMa for Macro, UMi for low power node(Outdoor modeling)

	Operating bandwidth (BW)
	10 MHz

	Tx Power
	46dBm for macro and 30dBm for Small cell

	UE Speed
	3km/h

	Antenna configuration
	Transmitter: 2Tx cross-polarized antenna at macro eNB, 2Tx cross-polarized antenna at LPN RRH
Receiver: 2Rx cross-polarized antenna at UE
ITU: 12 degrees for Macro, 0 degrees for Pico

	Cell selection criteria
	RSRP for cell selection with 9dB CRE

	CQI/PMI reporting interval and frequency granularity
	5ms for CQI/PMI, 6RB

	Feedback scheme
	Rel-12 enhanced CSI feedback, PUSCH mode 3-2

	Delay for scheduling and AMC
	6ms

	Scheduler
	Proportional Fair

	Receiver
	MMSE-IRC

	HARQ Scheme
	Chase Combining

	Maximum number of retransmissions
	3

	Traffic model
	FTP model 1 as in TR 36.814
File size is 0.5MByte

Including low, medium, and high load levels (e.g. RU 20%, 40%, 60% across all cells)

	Feedback Assumption
	Non-ideal, based on CSI-RS for channel measurements, based on DMRS for data demodulation, based on IMR for interference measurement

	CRS interference
	CRS interference and non-ideal CRS interference cancelling is modelled


Appendix A.3
Table A.1 Simulation parameters for small cell Scenario #2a deployment
	　Parameters
	Scenario #2a

	　
	Macro cell
	Small cell

	Layout
	Hexagonal grid, 7 sites, 3 Macro cells per site, wrap‑around
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Clusters uniformly random within macro geographical area; small cells uniformly random dropping within cluster area

	System bandwidth
	10MHz
	10MHz

	Carrier frequency 
	2.0GHz
	3.5GHz

	Carrier number
	1
	1

	Total BS TX power (Ptotal per carrier)
	46 dBm
	30 dBm 

	Distance-dependent path loss
	ITU UMa [referring toTable B.1.2.1-1 in TR36.814], with 3D distance between an eNB and a UE applied
	ITU Umi [referring toTable B.1.2.1-1 in TR36.814] with 3D distance between an eNB and a UE applied

	Penetration
	For outdoor UEs:0dB
For indoor UEs: 20dB+0.5din (din : independent uniform random value between [ 0, min(25,d) ] for each link)
	For outdoor UEs:0dB
For indoor UEs: 20dB+0.5din (din : independent uniform random value between [ 0, min(25,UE-to-eNB distance) ] for each link)


	Shadowing
	ITU UMa according to Table A.1-1 of 36.819
	ITU UMi [referring to Table B.1.2.1-1 in TR36.814]

	Antenna pattern
	3D,  referring to TR36.819
	2D Omni-directional is baseline; directional  antenna is not precluded

	Antenna Height: 
	25m
	10m

	UE antenna Height
	1.5m

	Antenna gain + connector loss
	17 dBi 
	5 dBi

	Antenna gain of UE
	0 dBi

	Fast fading channel between eNB and UE
	ITU UMa according to Table A.1-1 of 36.819
	 ITU UMi

	Antenna configuration
	2Tx2Rx in DL, 1Tx2Rx in UL,  Cross-polarized

	Number of clusters/buildings per macro cell geographical area
	1

	Number of small cells per cluster
	4 or 10

	Number of small cells per Macro cell
	Number of small cells per cluster *Number of clusters per macro cell geographical area

	Number of UEs 
	For 4 small cells per cluster, 30 UEs
For 10 small cells per cluster, 60 UEs 

	UE dropping
	Baseline: 2/3 UEs randomly and uniformly dropped within the clusters, 1/3 UE randomly and uniformly dropped throughout the macro geographical area. 80% UE indoor, 20% UE outdoor. 

	Radius for small cell dropping in a cluster
	50m 

	Radius for UE dropping in a cluster
	70m

	Cell selection criteria
	For 4 small cells per cluster, RSRQ for inter-frequency, with 9 dB CRE
For 10 small cells per cluster, RSRQ for inter-frequency, with 9 dB CRE

	HARQ Scheme
	Chase Combining

	Maximum number of retransmissions
	3

	Traffic model
	FTP model 1 as in TR 36.814
File size is 0.5MByte

Including low, medium, and high load levels (e.g. RU 20%, 40%, 60% across all cells)

	Feedback Assumption
	Non-ideal, based on CSI-RS for channel measurements, based on DMRS for data demodulation, based on IMR for interference measurement

	CRS interference
	CRS interference and non-ideal CRS interference cancelling is modelled
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