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1 Introduction

During previous RAN1 discussions as part of the S-UMTS Study Item, some attention has been paid to latency issues in relation to areas such as  synchronization and cell acquisition, call setup, mobility and user plane. This paper provides some further considerations in particular on user plane latency. Latency is a key performance differentiator for a variety of key applications that rely on TCP (such as web browsing or file download) or ping time (such as gaming), and is as important as throughput in providing a high quality end user experience. For this reason, since Release 6 there has been a strong emphasis on reducing latency in both HSPA and LTE networks. Latency performance was the reason behind the standardization of a 2msec TTI for HSUPA in Release 6, as opposed to simply a 10msec TTI and the adoption of a 1msec TTI for LTE in Release 8. In the light of the high importance of achieving low user plane latency, any technology that would increase user plane latency must be very carefully scrutinized.
2 Considerations on downlink Uu latency
Downlink Uu latency is defined in this context as the time interval between the first byte of an IP packet arriving at the Node B and the time at which the last SDU relating to the packet is delivered by RLC to higher layers in the UE. In this contribution, it is assumed that the UE is already operating in CELL_DCH state; state transition latencies should be considered separately.

Downlink latency is influenced by a number of factors:

· The size of MAC PDUs supported by the physical layer

· This will depend on the air interface conditions. In particular, cell edge users in fading conditions may support relatively low MAC PDU sizes, which will require transmission of IP packets in several TTIs. Since cell edge performance is generally of key interest, it is important to consider latency impacts for such users
· The amount of HARQ retransmissions and the HARQ RTT

· Typically, the DL may be operated with a HARQ retransmission probability of 10%. If multiple MAC PDUs are required for an IP packet, then the probability of at least one packet requiring a retransmission increases

· Scheduling time

· The scheduling time will depend on the traffic situation and other users that need to be scheduled. It should be noted that an increased TTI length reduces the time granularity available for scheduling and hence the flexibility of the scheduler to meet QoS constraints for all users, minimize latency and schedule during favorable fast fading conditions

· Signaling time

· This is the time required for signaling scheduler decisions; i.e. the first slot of HS-SCCH

· RLC retransmission time

· This is the time required for RLC retransmission of PDUs for which all HARQ attempts fail

Considering the impacts of the above mentioned factors, some analysis is presented in figures 1 – 3 of the impact of a longer TTI on downlink Uu latency. In the analysis, it is assumed that the cell is completely unloaded, and hence only a single user is scheduled. The scheduling delay is therefore a single slot. Multiple PDUs are transmitted in consecutive HARQ processes. The HARQ retransmission probability is assumed to be 10%, with independent probability per TTI.
Figure 1  indicates the minimum Uu delay, assuming no HARQ retransmissions. Figure 2 shows an average Uu latency. For calculating the average, it is assumed that if one or more PDUs requires retransmission, then an extra DL RTT is added to the Uu delay. Figure 3 shows a “maximum” retransmission time, in which it is assumed that at least one packet requires retransmission and hence an additional RTT is always added.
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Figure 1 Minimum Dl Uu latency (assuming no HARQ retransmissions) depending on IP packet size
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Figure 2 Average Dl Uu latency depending on IP packet size
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Figure 3 Maximum Dl Uu latency depending on IP packet size

If a user supports a throughput of 1Mbps, then each MAC PDU can contain 250 bytes. With UMTS N=1, if for example 3 PDUs are required for receiving an IP packet, then the average latency increases with a few msec. With time dilation however, when N=2 3 packets require around 10msec additional DL Uu time and for N=4 20msec additional time is required. If further segmentation is required, the differences increase; for example with 5 PDUs UMTS increases latency by around 12msec, whereas N=2 requires 10 and N=4 nearly 40msec additional latency on average, or 20-70msec peak.
3 Considerations on uplink latency
Uplink latency is defined as the duration of time between a data packet arriving in the UE buffer and the last SDU of the packet being delivered from RLC to higher layers in the RNC. For the purpose of this discussion, two types of UL data transmission are considered; data and IP ACKs relating to DL traffic. VoIP latency is not considered here, as latency cannot be compromised for VoIP, but rather other system parameters need to be adjusted (Notably the power and code resources required for VoIP)
The following are factors that impact UL latency:

· Scheduling delay

· An advanced scheduler may implement TDM scheduling in the uplink. In this case, longer TTI lengths cause a reduced time granularity and some increased scheduling delay

· Some small packets such as TCP ACKs may be sent as unscheduled transmissions. However such transmissions may be restricted to certain HARQ processes, and increasing the TTI length may correspondingly increase the length of time before which a HARQ process becomes available

· Signaling delay; for users that are scheduled this is the E-AGCH or E-RGCH length; this increases with N

· TTI length

· This increases with factor N

· HARQ RTT

· This increases with factor N. 

· For file upload, for N=2 it may be possible to halve the target number of HARQ retransmissions (since the TTI length doubles and thus the effective airtime would remain the same if the number of transmissions would be halved), at the cost of needing to increase the RX EcNo (and hence reduce capacity). However with N=4 further reducing the target number of HARQ retransmissions would leave only a single transmission and loose time diversity gains. Thus for N=4 at least 2 transmissions would need to be targeted, leading to upwards of 64msec latency with the current HARQ structure.

· For TCP ACK, the UL gain factors would likely be adjusted such that the number of retransmissions would be lower than for file upload. However it should be noted that a single HARQ retransmission would necessitate 16-48msec additional latency for N=2-N=4, which could potentially have a significant impact during a TCP ramp up phase.

For an IP packet, with N=2 the following increases in latency could be expected:

· Assuming unscheduled transmissions, for scheduling delay 2-12msec additional latency, depending on the HARQ process restrictions

· TTI length 2msec additional latency

· 16msec additional latency for any HARQ retransmissions

· Thus the total additional latency could be in the range 4-30msec, depending on the system configuration.

· It should be noted that configuring e.g. fewer HARQ process restrictions or fewer retransmissions to reduce latency could have the effect of reducing UL system efficiency and hence capacity
For N=4, the additional latency would increase as:

· Assuming unscheduled transmissions, for scheduling delay 6-54msec additional latency, depending on the HARQ process restrictions

· TTI length 6msec additional latency

· 64msec additional latency for any HARQ retransmissions

· Thus the total additional latency could be in the range 12-124msec, depending on the system configuration.

· It should be noted that configuring e.g. fewer HARQ process restrictions or fewer retransmissions to reduce latency could have the effect of reducing UL system efficiency and hence capacity
4 TCP latency sensitivity

The sensitivity of TCP to latency is well documented, and can easily become a limiting factor in achievable DL packet transfer times for download. 
A typical web page may contain a large number of objects that open up TCP connections and download small quantities of data. In such circumstances, the congestion window ramping up time may dominate the time required for acquiring the web-page. Web browsing users are generally not tolerant of delay in web page loading; delays of even a few hundreds of msec can start to influence a users perception of their web browsing experience.

In particular cell edge users may experience poor channel conditions, potentially necessitating several TTIs for transfer of IP packets in downlink and HARQ retransmissions in UL. The discussion in sections 2 and 3 indicates that for such users, increases in TCP RTT of several tens or even >100msec can occur. Such delays would have a disproportionately large impact on the users perception of their service.

In addition, increased delay jitter is likely to become an aspect of S-UMTS that should be further taken into consideration and analyzed carefully when considering end to end performance.
5 Conclusion

The existing HSPA and LTE specifications have been developed with the goal of minimizing latency. For TCP applications, latency is almost as important a KPI as user throughput. Directly applying time dilation solutions for LCR FDD could potentially cause unacceptable increases in latency and TCP delays. Hence, latency and means for mitigating user plane latency increases are an important topic for study for time dilation solutions.
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