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1. Introduction
Small cell on/off mechanisms were discussed in RAN1 #73 and it was concluded that on/off mechanisms can provide some benefits although the gains are somewhat dependent on the time scales at which the on/off mechanism operates. It was noted that gains are reduced when on/off is performed on slower time scales. Further evaluations were decided to be performed by RAN1 #74. These evaluations were to be performed based on a set of assumptions that were harmonized with the evaluation assumptions for standalone operation in the NCT work item [2]. 
Based on the discussions so far, on/off can be categorized into two cases. The first is when the on/off switching is done on a slow enough time scale that legacy UEs may be able to connect to the cells at least when not in idle mode. The second case is when on/off is performed on a fast enough time scale so that it is not backward compatible with legacy UEs for any mode. The first case is addressed in [1]. In this contribution, we focus on the latter mode and evaluate the potential gains that can be achieved when on/off switching is performed on a subframe level.  
There is already a work item focused on a non-backward compatible carrier type which is the NCT. This contribution discusses the commonalities and differences between the NCT and small cell on/off mechanisms. The performance gains obtained via on/off are also compared to the NCT. Finally, views on how Rel-12 work should progress for non-backward compatible on/off operations and the NCT are presented.
2. Performance of Dynamic Small Cell On/Off
The simulation assumptions used for evaluating the performance of dynamic small cell on/off are shown in Table 3 and were aligned with the harmonized assumptions agreed in [2]. Evaluations are performed for the 0 and 6 MBSFN subframe cases. For the macro network planned cell IDs are assumed such that the CRS collision among the sectors in each macro site is avoided. Random PCI allocations for the small cell as well as sector-aligned PCI allocations are evaluated. For sector-aligned PCI allocations, all PCIs in the cluster use the same shift which coincides with the shift used in the macro covering the small cell cluster. The simulations for all the scenarios are performed with realistic channel estimation, CSI feedback and link adaptation. DM-RS based transmissions are used for all cases. The effect of control channels is not taken into account in the simulations, i.e. neither EPDCCH nor PDCCH are modeled. When performing the evaluations, an overhead of 3 OFDM symbols are always assumed for both NCT and BCT. The results show performance for different network densities and traffic loads. As agreed in [2], the traffic loads that are used for user throughput gain comparisons correspond to 20%, 40% and 60% resource utilization (RU) of the reference scheme across all cells in the most loaded layer. The reference scheme here is the 0 MBSFN subframe case without dynamic on/off. Dynamic on/off without any restrictions is evaluated in this section, i.e., any subframe can be turned off without any restrictions on the total number of consecutive subframes that can remain off. The performance presented here can therefore be considered an upper bound on the performance of any kind of on/off, long or short term. 

2.1. Scenario 1

Figure 1 and Figure 2 show the mean and 5th percentile user throughput performance for scenario 1 with a cell selection offset of 6 dB for the case of 4 LPNs in the cluster with random PCI allocations for the small cells. Figure 3 and Figure 4 show the corresponding performance for the case where PCI allocations are aligned to the macro sector as described above. The gains from dynamic on/off for scenario 1 shown in Figure 1 and Figure 2 are characterized in Table 1. 
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Figure 1: Mean (left) and cell-edge (right) user throughput versus served traffic for 0 and 6 MBSFN subframe configurations, for Scenario 1 with CSO=6 dB, 4 small cells/cluster and random small cell ID allocations.
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Figure 2: Mean (left) and cell-edge (right) user throughput versus served traffic for 0 and 6 MBSFN subframe configurations, for Scenario 1 with CSO=6 dB, 4 small cells/cluster and sector aligned small cell ID allocations. 

Table 1 Gain in UTP with dynamic small cell on/off (0/6MBSFN) for different traffic loads given by RU in the most loaded layer for 0MBSFN for Scenario 1, CSO=6dB

	
	#SCs/cluster
	4

	
	SC IDs
	Random CRS shift
	Sector aligned CRS shiftPlanned

	
	RU [%]
	20
	40
	60
	20
	40
	60

	0MBSFN
	Mean UTP
	30
	30
	NA

	6
	6
	NA

	
	Cell-edge UTP
	18
	32
	NA
	9
	9
	NA

	6MBSFN
	Mean UTP
	13
	14
	NA
	3
	3
	NA

	
	Cell-edge UTP
	8
	10
	NA
	4
	2
	NA


The following specific observations can be made from the results.

Observations:
· For a single-frequency heterogeneous deployment operating with random CRS shifts on the small cells layer, dynamic small cell on/off is found to provide around 13% and 8-10% gains in the mean and 5th percentile user throughput respectively with 6MBSFN subframes configured assuming a 6dB CSO setting. These gains are increased when dynamic small cell on/off is used without MBSFN subframes and are around 30% and 18-32% for the mean and 5th percentile user throughput respectively.

· For a single-frequency heterogeneous deployment with sector aligned CRS shifts on the small cells layer, the gains with dynamic small cell on/off are somewhat reduced as expected. The gains with 6 MBSFN subframes configured are in the order of 3% and 2-4% for the mean and 5th percentile user throughput, respectively. These gains are increased to 6% and 9% for the mean and 5th percentile user throughput respectively when dynamic small cell on/off is used without any MBSFN subframes.
2.2. Scenario 2a

This section shows the performance in scenario 2a. Figure 3 and Figure 4 show the user throughput for 4 LPNs per cluster while Figure 5 and Figure 6 show the throughput for the case of 10 LPNs per cluster. Results are shown for 0 and 6 MBSFN subframes with random and sector aligned PCI allocations for the small cell. The gains from dynamic small cell on/off are captured in Table 2.
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Figure 3: Mean (left) and cell-edge (right) user throughput versus served traffic for 0 and 6 MBSFN subframe configurations, for Scenario 2a with CSO=0dB, 4 small cells/cluster and random small cell ID allocations. 
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Figure 4: Mean (left) and cell-edge (right) user throughput versus served traffic for 0 and 6 MBSFN subframe configurations, for Scenario 2a with CSO=0dB, 4 small cells/cluster and sector aligned small cell ID allocations. 
[image: image9.emf]50 100 150 200 250 300 350 400

15

20

25

30

35

40

45

Served traffic [Mbps/km

2

]

Mean user bitrate [Mbps]

Scenario 2a, CS0=0dB, 10LPNs/cluster, Random LPN PCIs

 

 

0MBSFN

6MBSFN

0MBSFN, SC on/off

6MBSFN, SC on/off

[image: image10.emf]50 100 150 200 250 300 350 400

2

4

6

8

10

12

14

16

Served traffic [Mbps/km

2

]

5

th

 percentile user bitrate [Mbps]

Scenario 2a, CS0=0dB, 10LPNs/cluster, Random LPN PCIs

 

 

0MBSFN

6MBSFN

0MBSFN, SC on/off

6MBSFN, SC on/off


Figure 5: Mean (left) and cell-edge (right) user throughput versus served traffic for 0 and 6 MBSFN subframe configurations, for Scenario 2a with CSO=0dB, 10 small cells/cluster and random small cell ID allocations. 
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Figure 6: Mean (left) and cell-edge (right) user throughput versus served traffic for 0 and 6 MBSFN subframe configurations, for Scenario 2a with CSO=0dB, 10 small cells/cluster and sector aligned small cell ID allocations. 

Table 2 Gain in UTP with dynamic small cell on/off (0/6MBSFN) for different traffic loads given by RU in the most loaded layer for 0MBSFN for Scenario 1, CSO=6dB

	
	#SCs/cluster
	4
	10

	
	SC IDs
	Random CRS shift
	Sector aligned CRS shift
	Random CRS shift
	Sector aligned CRS shift

	
	RU [%]
	20
	40
	60
	20
	40
	60
	20
	40
	60
	20
	40
	60

	0MBSFN
	Mean UTP  
	41
	45
	52
	21
	23
	22
	97
	100
	108
	27
	26
	29

	
	Cell-edge UTP
	5
	16
	44
	9
	4
	18
	23
	27
	44
	3
	12
	18

	6MBSFN
	Mean UTP  
	13
	13
	16
	8
	7
	6
	30
	34
	36
	14
	12
	13

	
	Cell-edge UTP
	7
	7
	5
	-4
	-11
	-4
	4
	1
	-8
	4
	6
	10


The performance results indicate that small cell on/off provides larger gains when random PCI allocations are used and/or MBSFN subframes are not used. Random PCI allocations would yield an interference scenario that is somewhat similar to a network that is operating in an unsynchronized manner. An unsynchronized deployment scenario is a valid deployment scenario as the majority of deployed networks are not synchronized. Furthermore, gains obtained from on/off when using 6 MBSFN subframes are approximately 2 to 3 times smaller than when using no MBSFN subframes. It is also apparent from the results that the gains from on/off are generally greater when the number of small cells is increased. Finally, cell edge user throughput gains are smaller than mean user throughput gains especially when no MBSFN subframes are used. We can summarize the above and make some more specific observations as follows.
Observations:

· For a separated-frequency heterogeneous deployment operating with random CRS shifts on the small cells layer, dynamic small cell on/off is found to provide around 13-16% and 5-7%  gain in the mean and 5th percentile user throughput respectively with 6MBSFN subframes configured assuming a 0dB CSO setting and 4 small cells per cluster. These gains are increased when dynamic small cell on/off is used without MBSFN subframes, with all other assumptions being the same, and range from 14-52% and 5-44% for the mean and 5th percentile user throughput respectively.

· For a separated-frequency heterogeneous deployment with sector aligned CRS shifts on the small cells layer, the gains with dynamic small cell on/off are somewhat reduced as expected. The gains with 6 MBSFN subframes configured are in the order of 6-8% for the mean user throughput with losses of 4-11% for 5th percentile user throughput. These gains are increased to around 22% and 4-18% for the mean and 5th percentile user throughput respectively when dynamic small cell on/off is used without any MBSFN subframes.
· For separated-frequency heterogeneous deployments the gains in user throughput are generally larger for denser small cells deployment especially for networks with random CRS shift in the small cell layer. The evaluations for 10 small cells per cluster provided here show that the gains due to dynamic small cell on/off in mean user throughput with 6 MBSFN subframes configured are around 12-14% and 30-36% for the cases with sector aligned and random CRS shifts at the small cells layers, respectively. These gains increase to 26-29% and 97-108% when dynamic small cell on/off is used without any MBSFN subframes,
3. Dynamic Small Cell On/Off and NCT
In the conclusions of RAN1 #73, the following was noted:

For faster time scale (e.g., subframe-level), companies need to show the performance along with the feasible procedure(s) (e.g., dual connectivity) to handle the following aspects:
· Cell detection/configuration and attachment

· Time/frequency synchronization

· CSI/RRM measurement and report

· Legacy user handling
In order to evaluate a version of dynamic small cell on/off that can provide these functions in a robust manner, the performance results presented in this section assume that subframes 0 and 5 are not turned off. Under this mode of operation, dynamic small cell on/off can be considered to be a subset of the new carrier type which effectively can perform on/off on four out of five subframes. The main difference between the two types of carriers would be that the new carrier does not transmit the CRS when on in four out of five subframes whereas dynamic small cell on/off would result in the CRS being transmitted whenever the carrier is on. This can lead to extra overhead thus resulting in better performance for the NCT as shown in Figure 7 for the case of 10 LPNs per cluster in scenario 2a with random PCI allocations in the small cell layer. 
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Figure 7: Mean (left) and cell-edge (right) user throughput versus served traffic for 0 and 6 MBSFN subframe configurations, for Scenario 2a with CSO=0dB, 10 small cells/cluster and random small cell ID allocations. 

It should be pointed out that small cell on/off with CRS based transmission modes would not incur the extra CRS overhead that DM-RS based transmission modes incur when used with dynamic on/off of the legacy carrier. The performance of this scheme could approach the NCT. However, many advanced transmission schemes such as 8 layer transmission, CoMP etc. use the DM-RS. The use of CRS based transmission modes would preclude the use of such advanced features. Since dynamic on/off is non-backward compatible in itself, it does not make sense to only perform on/off and not take the further step of removing the CRS overhead for DM-RS based transmission modes as is done on the NCT. 
It should also be noted that the comparison between NCT and dynamic on/off in the above figures restricts on/off on subframes 0 and 5. The figures in the earlier sections generally show better performance due to the lack of this restriction. However, this would necessitate additional and yet unspecified mechanisms for solving the problems noted above such as cell detection and time/frequency synchronization. If it is determined that the carrier can remain off for a longer period of time without adverse effects on these functions, such an on/off mechanism can be applied on the NCT as well to further increase performance. In essence, on/off on the NCT with the same flexibility for the off and on periods as the legacy carrier will always provide greater performance improvements. 
Observations:

· Dynamic on/off on a fast time scale breaks backward compatibility while still suffering from CRS overhead for subframes that only contain DM-RS based transmissions
· On/off can also be applied to the NCT which allows subframes 0 and 5 to be turned off. An NCT with on/off always has better performance than dynamic on/off on a legacy carrier due to removal of CRS overhead.
· For a separated-frequency heterogeneous deployment operating with random CRS shifts on the small cells layer, the NCT is found to provide around 11-13% and 16-46% gain in the mean and 5th percentile user throughput respectively compared to restricted dynamic small cell on/off (restricted to remain on in subframes 0 and 5) with 6MBSFN subframes configured assuming a 0dB CSO setting and 10 small cells per cluster. These gains are increased when no MBSFN subframes are configured with all other assumptions being the same, and range from 27-31% and 83-130% for the mean and 5th percentile user throughput respectively.
Defining dynamic on/off as well as the NCT will in effect result in two non-backward compatible carriers in LTE. Since the NCT already effectively implements on/off for four out of five subframes and is better in performance than the legacy carrier for the same proportion of on subframes, the most reasonable option is to define on/off on top of the currently defined NCT if turning off subframes 0 and 5 is considered feasible and is desired. This will result in a single non-backward compatible carrier whose ability to be turned off can be customized based on the deployment scenario. Any restrictions on the number of consecutive subframes for which the carrier can be off should be studied further. Based on the above discussion we propose the following.

Proposal:

· Dynamic on/off on a fast time scale without the ability to turn off subframes 0 and 5 should not be considered.
· If dynamic on/off on a fast time scale with the ability to turn off subframes 0 and 5 is adopted, it should be defined only for the NCT. 
4. Conclusions
Performance evaluations of dynamic small cell on/off were presented. The observations made about the performance of dynamic small cell on/off are summarized below.

Observations:
· For a single-frequency heterogeneous deployment operating with random CRS shifts on the small cells and configured with 6 MBSFN subframes, dynamic small cell on/off provides around 13% and 8-10% gains in the mean and 5th percentile user throughput respectively. These gains are increased when MBSFN subframes are not used and the corresponding numbers are around 30% and 18-32%.

· For a single-frequency heterogeneous deployment with sector aligned CRS shifts on the small cells and configured with 6 MBSFN subframes the gains are in the order of 3% and 2-4% for the mean and 5th percentile user throughput, respectively. These gains increase to 6% and 9% when no MBSFN subframes are configured.
· For a separated-frequency heterogeneous deployment operating with random CRS shifts on the small cells layer, 4 small cells per cluster and configured with 6 MBSFN subframes, the gains are around 13-16% and 5-7% in the mean and 5th percentile user throughput respectively. These gains increase to 14-52% and 5-44% when no MBSFN subframes are configured.
· For a separated-frequency heterogeneous deployment with sector aligned CRS shifts on the small cells layer, 4 small cells per cluster and configured with 6 MBSFN subframes, the gains are in the order of 6-8% for the mean user throughput with losses of 4-11% for 5th percentile user throughput. These gains are increased to around 22% and 4-18% when no MBSFN subframes are configured.
· For separated-frequency heterogeneous deployments the gains in user throughput are generally larger for denser small cells deployment especially for networks with random CRS shift in the small cell layer. For 10 small cells per cluster configured with 6 MBSFN subframes, the gains are around 12-14% and 30-36% for the cases with sector aligned and random CRS shifts at the small cells layers, respectively. These gains increase to 26-29% and 97-108% when no MBSFN subframes are configured.
The relationship of dynamic small cell on/off to the NCT was discussed and the observations made are summarized below.

Observations:

· Dynamic on/off on a fast time scale breaks backward compatibility while still suffering from CRS overhead for subframes that only contain DM-RS based transmissions

· On/off can also be applied to the NCT which allows subframes 0 and 5 to be turned off. An NCT with on/off always has better performance than dynamic on/off on a legacy carrier due to removal of CRS overhead.

· For a separated-frequency heterogeneous deployment operating with random CRS shifts on the small cells layer and 10 cells per cluster configured with 6 MBSFN subframes, the NCT is found to provide around 11-13% and 16-46% gain in the mean and 5th percentile user throughput respectively compared to restricted dynamic small cell on/off (restricted to remain on in subframes 0 and 5). These gains increase to around 27-31% and 83-130% when no MBSFN subframes are configured.
Based on the evaluations and the discussion, the following was proposed.

Proposal:

· Dynamic on/off on a fast time scale without the ability to turn off subframes 0 and 5 should not be considered.
· If dynamic on/off on a fast time scale with the ability to turn off subframes 0 and 5 is adopted, it should be defined only for the NCT.
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6. Appendix

6.1. Simulation Assumptions

Table 3 Simulation assumptions

	Parameters
	Value

	Scenario
	SCE Scenario 1, SCE Scenario 2a

	Deployment
	7 three-sectors macro sites with ISD=500m (21 sectors), 1 cluster per macro cell area, 4 or 10 small cells per cluster

	System
	Downlink FDD

	Bandwidth
	10 MHz available in all nodes

	Network synchronization
	Synchronized

	PCI planning
	Macro cell layer: Planned 

Small cell layer: Random or Sector aligned

	Traffic model
	FTP Model 1as in TR 36.814, 0.5 Mbytes file size

	Carrier type
	NCT, BCT (Rel-11 with TM 10 and 0 or 6 MBSFN subframes)

	Cell selection
	1 dB uncertainty, RSRP based cell selection for SCE Scenario 1 and RSRQ based cell selection for SCE Scenario 2a (modeling accounts for angle spread and port-to-antenna mapping) 

	Transmission schemes
	Spatial multiplexing, 2 layers, QPSK/16QAM/64QAM

	Scheduling
	Proportional fair

	CSI reporting
	5ms between two consecutive reports, 6ms delay

	Channel estimation
	Realistic MMSE-IRC

	Link adaptation
	Realistic

	MBSFN configuration
	0 or 6 MBSFN subframes out of 10


6.2. Additional simulation results

6.2.1 Scenario 1
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Figure 8 Resource utilization at Macro layer (left) and Small cells layer (right) versus served traffic for 0/6 MBSFN subframe configurations for Scenario 1 with CSO=6 dB with 4 small cells/cluster and random small cell ID allocations

	[image: image17.emf]50 100 150 200 250 300 350 400 450

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Served traffic [Mbps/km

2

]

Resource utilization at Macro layer

Scenario 1, CS0=6dB, 4LPNs/cluster, Sector aligned LPN PCIs

 

 

0MBSFN

6MBSFN

0MBSFN, SC on/off

6MBSFN, SC on/off


	[image: image18.emf]50 100 150 200 250 300 350 400 450

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

Served traffic [Mbps/km

2

]

Resource utilization at SC layer

Scenario 1, CS0=6dB, 4LPNs/cluster, Sector aligned LPN PCIs

 

 

0MBSFN

6MBSFN

0MBSFN, SC on/off

6MBSFN, SC on/off




Figure 9 Resource utilization at Macro layer (left) and Small cells layer (right) versus served traffic for 0/6MBSFN subframe configurations for Scenario 1 with CSO=6 dB with 4 small cells/cluster and sector aligned small cell ID allocations
6.2.2 Scenario 2a
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Figure 10 Resource utilization at Macro layer (left) and Small cells layer (right) versus served traffic for 0/6MBSFN subframe configurations for Scenario 2a with CSO=0dB with 4 small cells/cluster and random small cell ID allocations
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Figure 11 Resource utilization at Macro layer (left) and Small cells layer (right) versus served traffic for 0/6MBSFN subframe configurations for Scenario 2a with CSO=0dB with 4 small cells/cluster and sector aligned small cell ID allocations
	[image: image23.emf]50 100 150 200 250 300 350 400

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Served traffic [Mbps/km

2

]

Resource utilization at Macro layer

Scenario 2a, CS0=0dB, 10LPNs/cluster, Random LPN PCIs

 

 

0MBSFN

6MBSFN

0MBSFN, SC on/off

6MBSFN, SC on/off


	[image: image24.emf]50 100 150 200 250 300 350 400

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

Served traffic [Mbps/km

2

]

Resource utilization at SC layer

Scenario 2a, CS0=0dB, 10LPNs/cluster, Random LPN PCIs

 

 

0MBSFN

6MBSFN

0MBSFN, SC on/off

6MBSFN, SC on/off




Figure 12 Resource utilization at Macro layer (left) and Small cells layer (right) versus served traffic for 0/6MBSFN subframe configurations for Scenario 2a with CSO=0dB with 10 small cells/cluster and random small cell ID allocations
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Figure 13 Resource utilization at Macro layer (left) and Small cells layer (right) versus served traffic for 0/6MBSFN subframe configurations for Scenario 2a with CSO=0dB with 10 small cells/cluster and sector aligned small cell ID allocations
� “NA” implies that the system was unstable for at least one of the schemes being compared. The output of the system level simulations is considered unstable if the served traffic is found to be less that 95% of offered traffic.  






