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1. Introduction

In the email discussion after RAN1 #73 meeting, we have reached an agreement on 4-tx enhanced codebook as shown below.
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In this contribution, we discuss and propose codebook subsampling for PUCCH CSI feedback
2. Discussion
2.1. PUCCH Mode 1-1 with submode 1 (type 5 report)
In the last email discussion, it was agreed that the codebook subsampling is [0,1,2,...,7] for rank 2 W1 in PUCCH mode 1-1 submode 1 and there seems to be two remaining discussion points: 
· 1st discussion point: Whether to introduce two different codebook subsampling for maximum 2 layer SM UE and maximum 4 layer SM UE or a single codebook subsampling for both
· 2nd discussion point: Codebook subsampling for rank 1
· Alternative 1: {0,1,2,...,7}

· Alternative 2: {0,1,2,...,15}
As for the first discussion point, we support a single codebook subsampling for the following reasons. Firstly, if two subsampling tables for PUCCH 1-1 submode 1 are introduced, then it will cause additional UE implementation burden. For example, CA capable UE may need to support two different codebook subsampling for 2 layers SM and 4 layers SM, respectively; the UE may need the two subsampling methods so that it can support maximum 4 layers SM in non-CA case but maximum 2 layers SM in CA case.
Secondly, it may cause critical decoding errors at an eNB to introduce two different codebook subsampling since there is ambiguity to determine maximum supported MIMO layer when MIMO capability are different for each band composing non-contiguous intra-band bandcombination [1]. For example, a UE supports band combination (2A, 2A) and the corresponding MIMO capability for DL could be (2A-2 layers, 2A-4 layers). In this case, if the UE and the eNB use different codebook subsampling since one assumes maximum 2 layer and the other assumes maximum 4 layer for the same CC, then eNB can receive wrong CSI even though decoding succeeds. A way to addressing this problem is to apply the same hypothesis in codebook subsampling for 4 layers as that for 2 layers. In other words, ith hypothesis in codebook subsampling for maximum 2 layers should corresponds to the same RI and W1 as those to which ith hypothesis in codebook subsampling for maximum 4 layers corresponds.
As for the second discussion point, we support Alt 1 so that a UE can use all beams composing a 16 oversampled DFT matrix to determine PMI without reporting cophasing offset. This is the same way of 8Tx codebook sub-sampling, in which the overlapped beam groups of W1 are completely removed through W1 sub-sampling. It seems natural to apply the same principle here since Rel-12 4Tx codebook is designed in a very similar way as 8Tx codebook.
In Alt 2, ith W1 and i+8th W1 have the same beam set but have different cophasing offset denoted by 
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 in section 1 so that they can generate different codewords after multiplied by W2. However, considering that cophasing offset represents short-term channel property, we expect that Alt 2 provides minor DL throughput gain over Alt 1 but leads to PUCCH performance degradation resulting from payload increase. That is because the performance of the first few PMI2/CQI reports following the RI/PMI1 report could be improved by taking advantage of cophasing offset. In other words, during the rest of PMI2/CQI reports, cophasing offset cannot increase CSI feedback accuracy as a cophasing offset only has short-term characteristic. If type 5 report is fed back with a short period similar to a CQI report period, Alt 2 may show some gain in ULA antenna configuration but RI, which obviously has long-term channel property, should be reported too often. This causes additional PUCCH feedback overhead. Furthermore, given that the focus of eDL MIMO WI is mainly on X-Pol antenna configuration, the performance evaluation of Alt 1 and 2 should be done in X-Pol case if it is needed.
Also, we need to consider 8Tx codebook subsampling in terms of how many unique beams are available and the number of hypothesis, when designing enhanced 4Tx codebook subsampling. For our understanding, those numbers can imply the suitable maximum payload size for 4Tx codebook feedback since 4Tx codebook subsampling is done in a smaller dimension than 8Tx. Accordingly, 4Tx codebook subsampling should be done within 3 bits payload.
Therefore, we propose that sub-sampling on W1 for rank1-2 is performed for RI/W1 joint coding for all ranks as follows:

Table 1. Codebook subsampling method for PUCCH Mode 1-1 with submode 1.

	hypotheses
	RI
	PMI for W1

	0-7
	1
	{0,1,2,3,4,5,6,7}

	8-15
	2
	{0,1,2,3,4,5,6,7}

	16
	3
	None (W1 is a identity matrix)

	17
	4
	None (W1 is a identity matrix)


2.2. PUCCH Mode 1-1 with submode 2 (type 2c report)

We need to take into account the following points to find out better codebook subsampling in type 2c report.

A. Payload size
For rank 1, up to 7 bits can be used for PMI feedback. However, as we mentioned in section 2.1, it seems natural to use at most the same payload size as 8Tx codebook, i.e., 4bits since the requirement of 4Tx beam granularity is probably less than 8Tx. 
B. The number of DFT codewords
As we introduce cophasing offset, denoted by 
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, 16 codewords are DFT vectors among 256 unique codewords in rank 1. When dealing with the subsampling issue, we also need to take into account how many DFT codewords are there for codebook robustness.
C. The distribution of DFT beams
DFT beams need to be uniformly sampled from a set of 32 DFT beams in order to avoid having a skewed grid of beams.
D. Co-phase subsampling
Co-phasing term is important to report accurate CSI in X-pol antenna configuration and from our observation and the statistics shown in [2,3] it is more essential in rank 1 than rank 2. Therefore, we prefer to allocate at least 1 bit to co-phasing term in rank 1.
Considering the above points, we propose two alternative codebook subsampling described in Table 2 and Table 3, respectively. Note that W2 PMI is indexed in the same way as that of 8 Tx codebook.
Table 2. Codebook subsampling method for PUCCH Mode 1-1 with submode 2 (Alt 1).
	RI
	PMI for W1
	PMI for W2
	total

	
	#bits
	values
	#bits
	values
	#bits

	1
	2
	{0,4,8,12}
	2
	{0, 2, 8, 10}
	4

	2
	2
	{0,4,8,12}
	2
	{0, 1, 4, 5}
	4

	3
	0
	None (W1 is identity matrix)
	4
	{0, 1, 2, 3, 4, 5, 6, 7, 8,
 9, 10, 11, 12, 13, 14, 15}
	4

	4
	0
	None (W1 is identity matrix)
	4
	{0, 1, 2, 3, 4, 5, 6, 7, 8,
 9, 10, 11, 12, 13, 14, 15}
	4


In table 2, we propose to select {0, 2, 8, 10} for rank 1 W2 and {0, 1, 4, 5} for rank 2 W2. In other words, for rank 1, the combination of co-phase (1 or -1) and selection vectors (e1 or e3), and for rank 2, the combination of ((1, -1) or (j, -j)) and ((e1, e1) or (e3, e3)) can be fed back through W2. On the other hand, W1 indexes are multiples of 4 so that UE can pick one of the sub-sampled DFT beams, i.e., 0-th, 4-th, 8-th, 12-th, 16-th, 20-th, 24-th, and 28-th column vectors of the DFT matrix. To be specific, the 0-th, 4-th, 12-th, and 16-th column vectors can be fed back with e1​ and the rest four vectors with e3​. In this way, the sub-sampled DFT beams are uniformly distributed. Also, two DFT codewords can be generated as the UE report W1=0, W2=0 or W1=8, W2=2.
Table 3. Codebook subsampling method for PUCCH Mode 1-1 with submode 2 (Alt 2).
	RI
	PMI for W1
	PMI for W2
	total

	
	#bits
	values
	#bits
	values
	#bits

	1
	2
	{0,4,8,12}
	2
	If W1 PMI = 0 or 8, {0, 2, 8, 10}
Otherwise, {1, 3, 9, 11}
	4

	2
	2
	{0,4,8,12}
	2
	If W1 PMI = 0 or 8, {0,1,4,5}
Otherwise, {2,3,6,7}
	4

	3
	0
	None (W1 is identity matrix)
	4
	{0, 1, 2, 3, 4, 5, 6, 7, 8,

 9, 10, 11, 12, 13, 14, 15}
	4

	4
	0
	None (W1 is identity matrix)
	4
	{0, 1, 2, 3, 4, 5, 6, 7, 8,

 9, 10, 11, 12, 13, 14, 15}
	4


Table 2 and 3 share the same W1 but different W2. In Table 3, rank 1 selection vectors are still {e1, e3} but co-phase is {1, -1} when W1 is 0 or 8 and {j,-j} otherwise so that 4 DFT codewords can be generated. Also, in rank 2, sub-sampled co-phase depends on W1 PMI in the same way as rank 1.
2.3. PUCCH Mode 2-1 (type 1a report)
One of the simple ways to codebook sub-sampling for rank 2 is to apply the same way as 8Tx codebook, i.e., {(e1, e1), (e2, e2), (e3, e3), (e4, e4)}. However, unlike 8Tx codebook, the new codebook has redundant W1 codewords in rank 2; multiplied by W2, ith W1 PMI and (i+8)th W1 PMI generate the same set of codewords. Therefore, it seems reasonable to have different W2 subsets according to W1 to be able to generate more unique codewords. In this sense, we propose to apply the same subsampling as 8Tx if W1 PMI is smaller than 8 and, otherwise, use some selection vectors satisfying (ei, ej), where 
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. For example, sub-sampled W2 could be the selection vectors {(e1, e1), (e3, e3), (e2, e3), (e1, e4)}. With this subsampling, codebook subsampling can be done in more robust way since UE can report W1 PMI smaller than 8 in case of correlated channel and report W1 PMI bigger than 7 in case of uncorrelated channel.
For rank 3, we propose to select codeword indexes 0, 2, 8 and 10 because it does not only makes computational complexity low since the precoding matrices only use real numbers but also it maximizes minimum chordal distance among the codewords. We also support codeword indexes 12, 13, 14 and 15 for the same reason. For rank 4, from our understanding, it is not critical to performance how to subsample the codewords since four orthogonal beams composing any Rel-10 4Tx rank 4 codewords can span the full dimension of the 4Tx channel. Therefore, we propose to use the same sub-sampling as rank 3, resulting in the low computational complexity.

Table 4. Codebook subsampling method for PUCCH Mode 2-1.
	RI 
	PMI for W2

	1
	{0,1,2,3,4,5,6,7,8,9,10,11,12,13,14,15}

	2
	If W1 PMI < 8, {0,2,4,6}

Otherwise, {0,4,10,12}

	3
	{0,2,8,10}

	4
	{0,2,8,10}


Proposal #1:

       - Adopt Table 1, 2 (or 3) and 4 for codebook sub-sampling method in PUCCH CSI feedback.
3. Conclusion
In this contribution, we propose to adopt Table 1, 2 (or 3) and 4 for codebook subsampling method in PUCCH feedback. Note that W2 PMI here is indexed in the same way as that of 8 Tx codebook.
PUCCH Mode 1-1 with submode 1 (type 5 report)

Table 1.
	hypotheses
	RI
	PMI for W1

	0-7
	1
	{0,1,2,3,4,5,6,7}

	8-15
	2
	{0,1,2,3,4,5,6,7}

	16
	3
	None (W1 is a identity matrix)

	17
	4
	None (W1 is a identity matrix)


PUCCH Mode 1-1 with submode 2 (type 2c report)
Table 2. (Alt 1).
	RI
	PMI for W1
	PMI for W2
	total

	
	#bits
	values
	#bits
	values
	#bits

	1
	2
	{0,4,8,12}
	2
	{0, 2, 8, 10}
	4

	2
	2
	{0,4,8,12}
	2
	{0, 1, 4, 5}
	4

	3
	0
	None (W1 is identity matrix)
	4
	{0, 1, 2, 3, 4, 5, 6, 7, 8,

 9, 10, 11, 12, 13, 14, 15}
	4

	4
	0
	None (W1 is identity matrix)
	4
	{0, 1, 2, 3, 4, 5, 6, 7, 8,

 9, 10, 11, 12, 13, 14, 15}
	4


Table 3. (Alt 2).
	RI
	PMI for W1
	PMI for W2
	total

	
	#bits
	values
	#bits
	values
	#bits

	1
	2
	{0,4,8,12}
	2
	If W1 PMI = 0 or 8, {0, 2, 8, 10}
Otherwise, {1, 3, 9, 11}
	4

	2
	2
	{0,4,8,12}
	2
	If W1 PMI = 0 or 8, {0,1,4,5}
Otherwise, {2,3,6,7}
	4

	3
	0
	None (W1 is identity matrix)
	4
	{0, 1, 2, 3, 4, 5, 6, 7, 8,

 9, 10, 11, 12, 13, 14, 15}
	4

	4
	0
	None (W1 is identity matrix)
	4
	{0, 1, 2, 3, 4, 5, 6, 7, 8,

 9, 10, 11, 12, 13, 14, 15}
	4


PUCCH Mode 2-1 (type 1a report)

Table 4..
	RI 
	PMI for W2

	1
	{0,1,2,3,4,5,6,7,8,9,10,11,12,13,14,15}

	2
	If W1 PMI < 8, {0,2,4,6}

Otherwise, {0,4,10,12}

	3
	{0,2,8,10}

	4
	{0,2,8,10}
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