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1. Introduction
The Small Cell TR 36.932 ‎[1] indicates a number of characteristics which differentiate the small cell operation from the legacy macro cells:

Traffic: “In a small cell deployment, it is likely that the traffic is fluctuating greatly since the number of UEs per small cell node is typically not so large due to small coverage.”
Deployment density: “in some scenarios (e.g., dense urban, large shopping mall, etc.), a lot of small cell nodes are densely deployed to support huge traffic over a relatively wide area covered by the small cell nodes.”

As shown in ‎[2], the inter-cell collaboration based on the existing ABS definition is not performing well enough for small cell deployments; the study in ‎[4] concludes that “some sort of combined time-frequency ICIC would be required”. Based on ‎[3], the power coordination can add more gain.
A number of possible mechanisms for improving the performance were shown, like a more flexible ABS allocation ‎[2],  centralised scheduling maximising the CSI across the deployment ‎[5]. However the centralised scheduling experiences strong performance degradation with the increase of the backhaul delay, as shown in ‎[6]. 
In this contribution we propose a more flexible interference coordination approach in time-frequency and power domains which, when used in conjunction with a simple ICIC-based RRM, has the merit of significantly increased UE throughput. This distributed approach is not influenced by the real backhaul delay. 
2. Collaborative distributed scheduling
The Distributed CoMP-CS (D-CoMP-CS) procedures presented in continuation imply an extension of X2 interface for allowing fast distributed scheduling while taking into account the procedures of cooperative inter-cell interference coordination (ICIC).

While in the static ICIC the resources for transmissions with different power levels are semi-statically allocated, the “D-COMP-CS” allows a LTE network to react in a fast mode, independent of backhaul delays, to a fast changing interference environment. This is achieved by sharing over the X2 interface the scheduling information and the power allocations in the collaborating cells.
a. Basic principles

The basic principles of this proposal are based on:

1. The data is available only at the serving eNB;

2. Each eNB creates its own collaborating micro-cluster, composed by those eNBs creating reciprocal interference in downlink;

3. The information on resource and power allocation is distributed by each cell to the other cells in its micro-cluster; based on the RRM policies, a resource can be reused or not by the other eNBs in the micro-cluster.

4. Fast scheduling and power information sharing, allowing the time-frequency-power resource scheduling by each small cell independently.
The shared information can of course include more elements, as UE position, but only the exchange of power and scheduling information already shows significantly increased performance of the average UE throughput.

b. Influence of backhaul delays

The influence of backhaul delays is only on the contention between the information on resource allocation, and not between the usages of the resources. The probability of contention is shown in Annex 2; the contention probability being very low (under 10-6), it results that this distributed procedure is not influenced by the backhaul delays.
3. UE classification

The UEs are classified in three groups, depending of their in-band RSRQ and eventually RSRP: 
· Cell-edge, cell-middle, cell-center;
a. The classification is done based on the RSRP and RSRQ values as follows:

b. If RSRP>γRSRP and RSRQ>γRSRQ ( cell-center UE

c. If RSRP<γRSRP and RSRQ>γRSRQ ( cell-middle UE

d. Otherwise (RSRP<γRSRP and RSRQ<γRSRQ, or RSRP>γRSRP and RSRQ<γRSRQ) ( cell-edge UE

where γRSRQ and γRSRP are a predefined thresholds for the RSRQ and RSRP, respectively. Thresholds for RSRP and RSRQ are adjusted so as to have a 50% of the UEs to be classified as cell-edge UEs, 30% of the UEs to be classified as cell-middle UEs and 20% of the UEs to be classified as cell-center UEs. 

The actual allocation is as shown below:
	4 cells/cluster
	10 cells/cluster

	% of Small Cell UEs
	Edge
	Middle
	Centre
	% of Small Cell UEs
	Edge
	Middle
	Centre

	71.6%
	53.3%
	29.1%
	17.6%
	80%
	53.9%
	27.2%
	18.9%


4. RRM policy considered in simulations
For the evaluation of the D-CoMP-CS we have used a very simple ICIC rule derived from the basic FFR (Fractional Frequency Reuse) rules. 

The cell edge UEs are assigned orthogonal resources inside the collaborating cluster; the remaining resources are assigned to cell center and cell middle UEs; these resources can be reused by UEs in different cells.

No CSI inter-cell feedback over X2 interface was considered, so not stringent backhaul delays are required (see Annex 2).

The classification of UEs in different categories and the flavours of the RRM policy have a high influence on the results; we did not have time to optimise the parameters and the results reflect our initial attempt, which appeared to be not favourable to the 10 cell scenario. 

The transmitted powers were assigned to different UEs as follows:

· Cell edge UEs: Pmax, i.e. eNB transmitted power as specified in [1];

· Cell-middle UEs: Pmax-6dB

· Cell-edge UEs: Pmax – 12dB.

The resource allocation resolution is a subband (may be also a RB), which is more appropriate to variable packet sizes, even if such packet sizes are not reflected in the simulation assumptions.

It was assumed that the resource and power scheduling of each eNB is transmitted to the other eNBs in the cluster through X2 interface. 
A future improvement of the RRM policy can be based on based on the knowledge of the position of the eNB. Based on this knowledge the eNB in a cell will preferably select for its cell edge UEs the reuse of resources used by far enough eNBs, allowing an increase of the cell-edge UE throughput.

As another future improvement, the cell-center UEs can reuse resources allocated to cell-edge UEs in neighbor cells. Such a policy is more close to the three-power level FFR, making 20% more room available for the cell-edge UEs in each cell.

The IEs for the X2 interface are presented in a companion contribution [xx].

5. Using the scheduling and power information for CoMP-CS/BF
In CoMP-CS/BF the beamforming is done such to reuse the same frequency resource, while avoiding the interference to UEs which receive the information in the same time-frequency resource in another eNB.

Knowing the positioning information of the eNB and of the UE allows to determine the direction of the beams and to avoid their spatial intersection for a used time-frequency resource. 
So transmitting over X2 the positioning information of the UE in addition to the scheduling and power information is an enabler for implementing CoMP-CS/BF.
6. Simulation results

a. Simulation assumptions

It was used the Small Cell Scenario #2a in ‎[1] with FTP3 traffic model. A list of parameters is provided in Annex A.
2*2 MIMO was applied to all UEs, including cell-edge.

The simulations targeted the Scenario 2a, with one cluster, 4 and 10 cells per cluster.

The performance is evaluated only for the UEs served by Small Cells in the 3.5GHz band.

The reference scenario named eICIC was considered Rel.10 eICIC with equal split (50%) between subframes reserved for ABS and for traffic. The FTP3 traffic load was changed by using different values for the parameter ( such to provide aprox. 0.1, 0.3 and 0.5 and higher resource utilization in the target scenario. Same traffic load has been applied to the tested UEs in both reference and tested scenarios.

b. Simulation results

In Tables 1 and Table 2 are presented the simulation results for the configuration of 4 cells per cluster, for different values of the parameter ( of the Poisson distribution used in FTP model 3.
In Table 3 are presented the simulation results for the configuration of 10 cells per cluster.

A number of observations can be made from the analysis of the results:
· In the 4cells/ cluster scenario there are 40-70% average performance gains at all the tested loads, which can be explained by the distributed knowledge on power scheduling and the appropriate RRM policy targeting high frequency reuse while addressing the interference created to the cell-edge users.

· In the 10 cells/cluster scenario there are high average gains, but the gains for the cell-edge users are observed only for relatively low traffic loads; the RRM policy was not adapted to this scenario, as the orthogonal scheduling of the cell-edge UEs has conducted to restricted frequency resources which have strongly limited the cell-edge UE traffic. This can be resolved by allowing the reuse of resources allocated to cell-edge users in not-adjacent eNBs.
Table 1:  Deployment: 1 cluster/macro, 4 SCs/cluster, ( = 0.1, 0.4 and 1
	
	( = 0.2
	( = 0.4
	( = 1

	
	eICIC 
	Distributed 

CoMP-CS
	Gain

%
	eICIC 
	Distributed 

CoMP-CS
	Gain

%
	eICIC 
	Distributed

CoMP-CS 
	Gain

%

	Mean UPT (Mbps)
	32.00
	54.62
	70.69
	23.98
	38.70
	61.38
	10.11
	14.46
	43.03

	5% UPT

(Mbps)
	7.80
	10.57
	35.51
	3.44
	3.50
	1.74
	1.34
	1.35
	0.75

	50% UPT

(Mbps)
	33.04
	51.46
	55.75
	22.37
	33.02
	47.61
	7.12
	9.05
	27.11

	95% UPT

(Mbps)
	47.38
	94.38
	99.20
	47.34
	93.71
	97.95
	32.90
	50.63
	53.89

	RU
	0.13
	0.19
	46.15
	 0.25
	0.35
	40.00
	0.42
	0.66
	57.14


Table 2:  Deployment: 1 cluster/macro, 4 small cells/cluster, ( = 1,5
	
	( = 1.5

	
	eICIC 
	Distributed

CoMP-CS
	Gain

%

	Mean UPT (Mbps)
	6.59
	10.00
	51.75

	5% UPT

(Mbps)
	0.93
	0.90
	-3.23

	50% UPT

(Mbps)
	4.82
	5.46
	13.28

	95% UPT

(Mbps)
	17.79
	34.66
	94.83

	RU
	0.46
	0.76
	65.22


Table 3:  Deployment: 1 cluster/macro, 10 small cells/cluster, ( = 0.4, 1
	
	( = 0.4
	( = 1

	
	eICIC 
	Distributed

CoMP-CS
	Gain

%
	eICIC 
	Distributed

CoMP-CS
	Gain

%

	Mean UPT (Mbps)
	34.86
	52.06
	49.34
	17.45
	20.50
	17.48

	5% UPT
	13.45
	13.30
	-1.12
	3.77
	2.52
	-33.16

	50% UPT
	36.82
	46.76
	27.00
	14.22
	13.47
	-5.27

	95% UPT
	47.38
	94.66
	99.79
	42.58
	59.84
	40.54

	RU
	0.09
	0.12
	33.33
	0.25
	0.3
	20.00


7. Conclusions

In this contribution was presented a distributed collaborative scheduling approach based on the exchange of power scheduling information between the collaborating eNBs. This information was used in conjunction with a RRM policy derived from the power-based FFR (fractional frequency reuse), slightly adapted to the dense deployment / high interference environment characteristic to Small Cells.
High performance gains relative to Rel.10 eICIC were observed, especially in the 4 cells/cluster scenario. The gains in the 10 cells/cluster are high in average, but are negative for cell-edge UEs at high loads. The gains for the cell-edge UEs can be improved by applying a more appropriate RRM policy.
The high performance gains are also explained by the significantly higher reuse factor as compared with eICIC.

An important aspect of this approach is that is not affected by the backhaul delays, as the distributed decision making is rather based on the knowledge of the power and resource utilization and no fast feedback is required.
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[7] Annex 1 Simulation assumptions
	Parameter 
	Setting 

	Deployment scenario 
	SCE Scenario #2a 

	Network Layout 
	500m macro-layer inter-site distance 

	Cell layout 
	7 macro-sites with 3 sectors per site (21 macrocells)

	Bandwidth
	10MHz

	Carrier frequency
	Macro-eNB: 2GHz; 

Small-eNB: 3.5GHz

	Traffic model 
	Full load: 60 UEs per macrocell geographical area
FTP Model 3 with various paquet arrival rates (λ): 60 UEs per macrocell geographical area and packets for the same UE arrive according to a Poisson process with arrival rate λ

	UE placement 
	2/3 UEs inside the cluster; the remaining UEs are uniformly distributed within the macrocell area; 

80% UEs indoor; 20% UEs outdoor

	Transmit power 
	Macro-eNB: 46dBm; 

Small-eNB: 30dBm 

	Antenna system 
	DL 2x2

	Antenna gain 
	Macro-eNB: 17 dBi; 

Small-eNB: 5 dBi; 

UE: 0 dBi 

	Antenna pattern 
	Macro-eNB: 3D; 

Small-eNB and UE: Omni 

	Antenna Height
	Macro-eNB: 25m;

Small-eNB: 10m;

UE: 1.5m

	Path loss 
	Macro-eNB to UE: ITU UMa; 

Small-eNB to UE: ITU UMi 

	Penetration losses
	For outdoor UEs: 0dB

For indoor UEs: 20dB+0.5din (din : independent uniform random value between [ 0, min(25,d) ] for each link, being d the distance between eNB and UE)

	Shadow fading 
	Macro-eNB to UE: ITU UMa; 

Small-eNB to UE: ITU UMi 

	Fast fading channel
	Pedestrian model

	Cell selection criteria 
	RSRQ for inter-frequency selection with fixed CRE and RSRP for intra-frequency selection  

	Number of clusters per macro 
	1

	Number of small cells per cluster 
	4, 10

	Cell Range Extension (CRE)
	1 cluster per macro and 4 small cells per cluster: CRE=1dB 
2 clusters per macro and 4 small cells per cluster: CRE=1.5dB 

1 cluster per macro and 10 small cells per cluster: CRE=2.5dB 

2 clusters per macro and 10 small cells per cluster: CRE=3dB 

	Radius for small cell dropping in a cluster
	50m

	Radius for UE dropping in a cluster
	70m

	Minimum distance (2D distance)
	Small-eNB to Small-eNB: 20m

Small-eNB to UE: 5m

Macro-eNB to small cell cluster center: 105m

Macro-eNB to UE : 35m

	Network synchronization
	Synchronized

	UE noise figure
	9dB

	UE speed
	3km/h

	UE receiver
	MMSE-IRC

	CRS interference modelling
	Included

	Performance metrics
	Mean UE Packet Throughput (UPT)

5%/50%/95% UE Packet Throughput (UPT)
UPT = amount of data / time needed to download data
Resource Utilization (RU)

RU = sum(number of RB per small cell used by traffic) / sum(total number of RB per small cell available for traffic), where the sum is taken over the simulation time




Annex 2: Influence of the backhaul delay
Backhaul delays impact on the case that a cell has allocated a new resource and power to a just arrived packet and another cell makes exactly the same allocation, because did not received the X2 message indicating that the resource is used. This case happens only if in the two cells arrive packets during a time interval equal with the backhaul delay.

To assess the frequency of such events is computed the probability of contention, as follows:

1. It is calculated the probability of a packet arrival in the delay window d for each cell 

2. A contention is generated only if the same resource is allocated to edge UEs. The resource is considered a subframe. 50% of UEs are edge UEs.

The probability of at least one packet arrival (taking into account the Poisson distribution) in the delay window d for each cell Pdc is:

Pdc = Nc*(1-exp(-d*())

where:



d = backhaul delay



Nc = number of UEs in the cell

( = average packet arrival rate (in packets/sec).

For d=60ms, Nc=10, (=1(aprox. one packet/s) it results a probability Pcd of a packet arrival in a cell within the d window of:

Pcd=10*(1-exp(-0.06*1))=0.58,

The probability Ps that a specific subframe from NS subframes and a specific resource block from NRB resource blocks will be selected is:

Ps = 1/ NS / NRB = 1/10/50 = 0.002

The probability Pe that a UE is cell-edge UE is 0.5.

The joint probability of the three probabilities is:

Pj = Pcd * Ps * Pe = 0.58*0.002*0.5= 0.00058,

The probability that two cells will experience the same events in the same interval d is:

P2j = Pj*Pj = 0.33*10-6 < 1ppm
 which is negligible relative to the target packet error.

Conclusion: the distributed collaborative scheduling is resilient to backhaul delays.
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