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1. Introduction
This contribution introduces and evaluates a beamforming design for interference mitigation highly performant in TDD deployments in interference limited scenarios. The performance of the proposed procedure is assessed using the Small Cells Scenario 2a defined in [1]. 
A similar contribution has been submitted for Small Cell PHY SI discussion.

2. Beamforming with Coordinated Sounding
In the Beamforming with Coordinated Sounding (BF-CoS) procedure presented in the continuation, the inter-cell interference mitigation is done in a decentralized manner by sensing the SRS from UEs served by other eNBs and processing the received signal. This is possible thanks to the reciprocity of the propagation channels and thanks to an adequate design of the transmit precoder in the uplink transmission, which implies a modification of the UE transmit capabilities. Provided that this change is available, inter-cell interference mitigation at eNB can be done only based on the knowledge of the propagation channel, identical for downlink and uplink, and the received signals in the uplink. Exchange of X2 messages between eNBs is needed, as explained below, but is not needed the estimation of the interfering channels or their effect at UE. Robustness of the proposal to reasonable channel estimation errors has been observed.
a. Basic principles

The basic principles of this proposal are based on:

1. The data is available only at the serving eNB;

2. Each eNB acquires the channel knowledge from its serving UEs;

3. Full reuse of subbands and subframes among all active eNB is possible;
4. Beamforming design is performed at each eNB;

5. Non-codebook based precoding (TM 8) is used for DL transmission and transmit precoders are designed following a minimum mean square error (MMSE) criterion based on the knowledge of the channel matrix and the knowledge of the covariance matrix of the received signal in the UL transmission;

6. In the UL transmission, UEs transmit using a specific transmit precoder in each subband.
b. Algorithm description

The proposed procedure defines that inter-cell interference mitigation can be done by sensing the uplink transmission and processing the received signal, provided that the propagation channel reciprocity is available. Algorithm in Figure 1 shows the steps for beamforming design and the communication needed between a eNB and its serving UE, as described below (more details will be available in [2]). 
a) First of all, eNB acquires the channel matrix using sounding RS (SRS) transmitted by UE in the uplink. 
b) Based on the channel knowledge, the eNB selects a downlink precoder and transmits precoded DM-RS and precoded data, while the UE estimates the equivalent precoded channel using DM-RS and implements a MMSE-IRC receiver for data demodulation. 
c) UL transmission is carried out, in which the active UEs transmit simultaneously towards their serving eNBs so that the eNB receives the signal not only from its served UE but also from UEs attached to neighbour cells. Each UE implements a transmit precoder that is properly selected as a function of the MMSE-IRC receiver. Thanks to the use of this precoder, the covariance matrix of the received signal at the eNB contains information about how the eNB will interfere to unintended UEs present in neighbour cells, and this information can be used for interference mitigation at eNB (see details in Annex 1). 
d) Based on the channel knowledge and the covariance matrix of the received signal in the UL transmission, the eNB designs a new DL transmit precoder following a MMSE criterion and the DL data transmission is carried out. Such beamforming design is able to mitigate the interference present in the system in a decentralized manner.
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Figure 1: Communication eNB-UE and beamforming design based on coordinated sounding for interference mitigation.
3.  Impact on UE

In order that the serving eNB gets the desired information for interference mitigation by sensing the UL transmission, UEs needs to use an adequate transmit precoder. This implies a PHY change of the UE transmit capabilities: each UE should use a specific precoder that should differ between subbands as the interference to be managed varies. 
Moreover, UL transmissions need to be simultaneously in time for all the active UEs, which requires coordination between cells for getting the SRS from UEs in neighbor cells. 

However, as all what is needed for interference mitigation from the UL transmission is the received signal, but not the decoded symbols, it is proposed to define a new type of uplink precoded reference signals so as to get the desired information without disturbing the UL data transmission.
Proposal: Introduce a new type of reference signals for the uplink, which could be precoded on each subband.
4. Simulation results

a. Simulation assumptions

It was used the Small Cell Scenario #2a in [1], with the following traffic models: 1) FTP3 traffic model with various packet’ arrival rates that lead to different RU, 2) full buffer and full load. A list of parameters is provided in Annex 2. 

b. Simulation results

The simulations targeted the Scenario 2a, with one and two clusters per macrocell area, 4 and 10 small cells per cluster. Annex 3 shows the cluster, macrocell, small cell and UE location for each layout configuration. 

The performance is evaluated only for the UEs served by small cells in the 3.5 GHz band.

The reference scenario named eICIC was considered Rel.10 eICIC with equal split (50%) between subframes reserved for ABS and for traffic. The FTP3 traffic load was changed by using different values for the parameter ( such to provide approximately 0.1, 0.3 and 0.5 resource utilization in the reference scenario. Same traffic load has been applied to the tested UEs in both reference and tested scenarios.

The performance indicators are:

· UE Packet Throughput (UPT)
UPT = amount of data / time needed to download data
· Cluster Throughput (CT)

CT = total amount of data for all UEs in 3.5GHz / total amount of observation time / total number of clusters
· Resource Utilization (RU)

RU = sum (number of RB per small cells used by traffic) / sum (total number of RB per small cells available for traffic), where the sum is taken over the simulation time
The number (or the percentage) of UEs served by small cells, for each layout configuration, is as shown below:

	
	1 cluster/macro  4 SCs/cluster
	2 clusters/macro         4 SCs/cluster
	1 cluster/macro        10 SCs/cluster
	2 clusters/macro        10 SCs/cluster

	% of small cell UEs
	71%
	75%
	80%
	82%


Table 1 displays the performance results in small cells for the FTP model 3 case while using various packets’ arrival rates λ (in packets/s) for layout configuration: 1 cluster per macro and 4 small cells per cluster. 
Table 2 depicts the performance results in small cells for the FTP model 3 case while considering various packets’ arrival rates λ for layout configuration: 1 cluster per macro and 10 small cells per cluster. 
Table 3
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 \* MERGEFORMAT  shows the performance results in small cells for the full-load and full-buffer case when using different layout configurations.
A significant gain increase with respect to the reference eICIC scenario in terms of UPT is observed in all layout configurations and in all traffic simulation conditions, specially the 5%-tile UPT is significantly improved thanks to the proposed BF-CoS. 
In FTP model 3 simulation case, it can be observed that for moderate values of λ the relative gains in the mean UPT increase with λ , due to the fact that BF-CoS is effectively managing the increased interference. The relative gain in the CT is increased with the offered load, because “eICIC TDM 5/10” saturates in sum throughput performance while “BF-CoS” allows a full reuse of subbands and subframes while preemptively managing interference at UEs (and especially at cell-edge UEs).

In the full-buffer and full-load simulation case, 5%-tile UPT increase is larger as more interference is created inside the cluster. 
However, the large gains of “BF-CoS” compared to “eICIC TDM 5/10” are not only due to the beamforming but also from the full reuse of subbands and subframes.
Table 1: RU, UPT and CT in small cells for layout configuration: 1 cluster per macro area and 4 small cells per cluster. Traffic model: FTP model 3 with various packets’ arrival rates (λ).
	1 cluster/macro - 4 SCs/cluster
	RU
	UPT
	CT

	
	
	5%
	50%
	95%
	Mean
	

	λ=0.1 packets/s
	eICIC TDM 5/10
	0.07
	12.51
	40.94
	47.38
	35.84
	18.28

	
	BF-CoS
	0.08
	24.39 (+94.9%)
	75.33
	94.77
	69.97 (+95.2%)
	19.45 (+8.4%)

	λ=0.2 packets/s
	eICIC TDM 5/10
	0.14
	7.80
	33.04
	47.38
	32.00
	35.45

	
	BF-CoS
	0.17
	21.96 (+181.5%)
	64.31
	94.77
	63.62 (+98.8%)
	38.01 (+7.2%) 

	λ=0.4 packets/s
	eICIC TDM 5/10
	0.25
	3.44
	22.37
	47.34
	23.98
	62.81

	
	BF-CoS
	0.35
	8.76 (+154.6%)
	47.06
	94.60
	49.24 (+105.3%)
	71.80 (+14.3%)

	λ=0.6 packets/s
	eICIC TDM 5/10
	0.33
	2.20
	13.12
	47.02
	17.27
	81.39

	
	BF-CoS
	0.52
	5.18 (+135.4%)
	29.05
	89.80
	35.98 (+108.3%)
	98.45 (+20.9%)

	λ=0.8 packets/s
	eICIC TDM 5/10
	0.38
	1.79
	9.79
	39.88
	13.10
	93.11

	
	BF-CoS
	0.66
	3.80 (+112.3%)
	19.61
	75.17
	26.88 (+105.2%)
	117.81 (+26.5%)

	λ=1 packets/s
	eICIC TDM 5/10
	0.42
	1.34
	7.12
	32.90
	10.11
	100.94

	
	BF-CoS
	0.77
	2.99 (+123.1%)
	13.68
	64.84
	19.99 (+97.7%)
	130.26 (+29.0%)

	λ=1.5 packets/s
	eICIC TDM 5/10
	0.46
	0.93
	4.82
	17.79
	6.59
	109.99

	
	BF-CoS
	0.88
	2.05 (+120.4%)
	7.75
	38.04
	12.04 (+82.7%)
	146.52 (+33.2%)

	λ=2 packets/s
	eICIC TDM 5/10
	0.48
	0.82
	4.12
	12.67
	5.21
	115.38

	
	BF-CoS
	0.93
	1.41 (+71.9%)
	6.16
	27.95
	8.96 (+71.9%)
	156.46 (+35.6%)


Table 2: RU, UPT and CT in small cells for layout configuration: 1 cluster per macro area and 10 small cells per cluster. Traffic model: FTP model 3 with various packets’ arrival rates (λ).

	1 cluster/macro - 10 SCs/cluster
	RU
	UPT
	CT

	
	
	5%
	50%
	95%
	Mean
	

	λ=0.4 packets/s
	eICIC TDM 5/10
	0.10
	13.45
	36.82
	47.38
	34.86
	70.79

	
	BF-CoS
	0.11
	25.07 (+86.4%)
	69.24
	94.77
	65.91 (+88.5%)
	73.39 (3.7%)

	λ=0.6 packets/s
	eICIC TDM 5/10
	0.16
	10.23
	28.66
	47.38
	29.75
	102.18

	
	BF-CoS
	0.21
	19.33 (+88.9%)
	52.62
	94.76
	54.53 (+83.3%)
	109.29 (+6.9%)

	λ=0.8 packets/s
	eICIC TDM 5/10
	0.22
	6.26
	20.87
	46.56
	22.74
	127.12

	
	BF-CoS
	0.31
	13.90 (+122.0%)
	38.95
	91.37
	43.61 (+91.8%)
	141.51 (+11.3%)

	λ=1 packets/s
	eICIC TDM 5/10
	0.27
	3.77
	14.22
	42.58
	17.45
	141.36

	
	BF-CoS
	0.41
	8.22 (+118.0%)
	29.30
	72.04
	33.34 (+91.1%)
	166.67 (+17.9%)

	λ=2 packets/s
	eICIC TDM 5/10
	0.41
	1.75
	5.97
	22.27
	8.01
	176.15

	
	BF-CoS
	0.77
	3.27 (+86.9%)
	10.10
	36.07
	13.67 (+70.7%)
	232.04 (+31.7%)


Table 3: RU, UPT and CT for various layout configurations. Traffic model: Full buffer and full load

	
	RU
	UPT
	CT

	
	
	5%
	50%
	95%
	Mean
	

	1 cluster

4 SCs
	eICIC TDM 5/10
	0.5
	0.53
	2.45
	7.55
	2.90
	125.0

	
	BF-CoS
	1
	0.87 (+64.1%)
	3.23
	9.99
	4.11 (+41.7%)
	176.4 (+41.1%)

	1 cluster

10 SCs
	eICIC TDM 5/10
	0.5
	0.79
	3.15
	9.74
	4.13
	199.0

	
	BF-CoS
	1
	1.54 (+94.9%)
	4.42
	14.02
	5.69 (+37.8%)
	274.1 (+37.7%)

	2 clusters

4 SCs
	eICIC TDM 5/10
	0.5
	1.09
	4.73
	13.27
	5.42
	122.2

	
	BF-CoS
	1
	1.78 (+63.3%)
	5.56
	17.56
	7.04 (+29.9%)
	158.8 (+29.9%)

	2 clusters

10 SCs
	eICIC TDM 5/10
	0.5
	1.18
	4.70
	18.82
	6.63
	162.6

	
	BF-CoS
	1
	2.11 (+78.8%)
	6.86
	24.39
	9.20 (+38.7%)
	225.8 (+38.8%)


5. Conclusions

This contribution introduces a beamforming design at the eNB for interference mitigation in TDD, based on coordination of the uplink sounding executed by the collaborating eNBs. Its performance was evaluated for the small cells in Small Cells Scenario 2a [1]. The simulation results show the suitable applicability of the proposed BF-CoS in interference limited scenarios. Significant gains in terms of UPT, and specially 5%-tile UPT, are observed in all layout configurations and traffic simulation conditions, as compared to conventional eICIC.
Accordingly, we believe that 3GPP community should carefully study the BF-CoS usage in small cell networks and introduce the new type of uplink precoded sounding signals within LTE standards.
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Annex 1 Detailed beamforming design

With the objective of minimizing the total sum of mean square errors (MSE) of the system, the transmit precoders at eNBs for downlink transmission are designed as the solution to the following optimization problem:
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where N is the total number of eNB-UE pairs considering that each eNB serves a single UE in a given time/frequency resource, 
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 is the transmit precoder matrix of the signal transmitted to UE i, 
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 is the maximum transmitted power at eNB i, tr() denotes the trace operator, and 
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 corresponds to the MSE-matrix that contains in its diagonal the MSE for the symbols transmitted towards UE i:
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where 
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H

 denotes the complex channel matrix between eNB i and its own UE i, containing the channel gains between each UE antenna element and each eNB antenna element, I refers to the identity matrix and 
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 corresponds to the covariance matrix of the received noise-plus-interference at UE i:
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Here, 
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H

 denotes the complex channel matrix between eNB j and UE i, 
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T

 is the transmit precoder matrix of the signal transmitted to UE j attached to neighbor eNB j and 
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Σ

 refers to the covariance matrix of the received noise at UE i. Finally, superscripts H and -1 indicate the Hermitian transpose and the inverse operation, respectively.
The previous problem can be solved in a decentralized way if each eNB i optimizes the downlink transmit precoder according to: 
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where 
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 is an interference cost matrix that reflects the interference created by eNB i towards UEs in neighboring cells and is equal to:
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where 
[image: image16.wmf],

ij

H

 denotes the complex channel matrix between eNB i and UE j attached to eNB j, and 
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 is the downlink MMSE-IRC receiver of the signal transmitted to UE j.

Notice that the solution to the problem implies knowledge of the interference cost matrix 
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 at eNB i, this way managing the interference created by eNB i towards UEs in neighboring cells. 
Each eNB can have an estimation of 
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 by using the uplink air interface. Two conditions are needed:

1) channel reciprocity is assumed, as in a TDD system with slow varying channel for duplexing UL and DL transmissions, and 

2) all UEs transmit simultaneously in the uplink with a transmit precoder that is designed for each UE i based on its downlink MMSE-IRC receiver 
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and respecting the maximum available transmit power. 

If the first condition is satisfied, the covariance matrix of the received interference-plus-noise signal at eNB i in the uplink transmission 
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where 
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 denotes the UL transmit precoder of the signal transmitted by UE j and 
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 refers to the covariance matrix of the received noise at eNB i. Superscripts T and * indicate the transpose and the complex conjugate operation, respectively.
If the transmit precoder in the UL is designed according to:
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being F<1 an scaling cell-wide factor that allows meeting the UL power constraint, then the interference cost matrix 
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 can be estimated from the received signal at BSi as a function of the complex conjugate of the covariance of the received interference-plus-noise signal in the uplink transmission 
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 is the estimation of the interference cost matrix 
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Annex 2 Simulation assumptions
	Parameter 
	Setting 

	Deployment scenario 
	SCE Scenario #2a 

	Network Layout 
	500m macro-layer inter-site distance 

	Cell layout 
	7 macro-sites with 3 sectors per site (21 macrocells)

	Bandwidth
	10MHz

	Carrier frequency
	Macro-eNB: 2GHz; 

Small-eNB: 3.5GHz

	Traffic model 
	Full load: 60 UEs per macrocell geographical area
FTP Model 3 with various packet’ arrival rates (λ): 60 UEs per macrocell geographical area and packets for the same UE arrive according to a Poisson process with arrival rate λ

	UE placement 
	2/3 UEs inside the cluster; the remaining UEs are uniformly distributed within the macrocell area; 

80% UEs indoor; 20% UEs outdoor

	Transmit power 
	Macro-eNB: 46dBm; 

Small-eNB: 30dBm 

	Antenna system 
	DL 2x2

	Antenna gain 
	Macro-eNB: 17 dBi; 

Small-eNB: 5 dBi; 

UE: 0 dBi 

	Antenna pattern 
	Macro-eNB: 3D; 

Small-eNB and UE: Omni 

	Antenna Height
	Macro-eNB: 25m;

Small-eNB: 10m;

UE: 1.5m

	Path loss 
	Macro-eNB to UE: ITU UMa; 

Small-eNB to UE: ITU UMi 

	Penetration losses
	For outdoor UEs: 0dB

For indoor UEs: 20dB+0.5din (din : independent uniform random value between [ 0, min(25,d) ] for each link, being d the distance between eNB and UE)

	Shadow fading 
	Macro-eNB to UE: ITU UMa; 

Small-eNB to UE: ITU UMi 

	Fast fading channel
	Pedestrian model

	Cell selection criteria 
	RSRQ for inter-frequency selection with fixed CRE and RSRP for intra-frequency selection  

	Number of clusters per macro 
	1, 2

	Number of small cells per cluster 
	4, 10

	Cell Range Extension (CRE)
	Fixed

	Radius for small cell dropping in a cluster
	50m

	Radius for UE dropping in a cluster
	70m

	Minimum distance (2D distance)
	Small-eNB to Small-eNB: 20m

Small-eNB to UE: 5m

Macro-eNB to small cell cluster center: 105m

Macro-eNB to UE : 35m

Cluster center to cluster center: 2 x Radius for small cell dropping in a cluster = 100m

	Network synchronization
	Synchronized

	UE noise figure
	9dB

	UE speed
	3km/h

	UE receiver
	MMSE-IRC

	CRS interference modelling
	Included

	Performance metrics
	Mean UE Packet Throughput (UPT)

5%/50%/95% UE Packet Throughput (UPT)
UPT = amount of data / time needed to download data
Cluster Throughput (CT)

CT = total amount of data for all UEs in 3.5GHz/ total amount of observation time / total number of clusters
Resource Utilization (RU)

RU = sum(number of RB per small cells used by traffic) / sum(total number of RB per small cells available for traffic), where the sum is taken over the simulation time


Annex 3 Layout configurations
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(a) 1 cluster – 4 small cells per cluster
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(b) 1 cluster – 10 small cells per cluster
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(c) 2 clusters – 4 small cells per cluster

[image: image34.emf]-400 -200 0 200 400 600 800 1000 1200 1400

-800

-600

-400

-200

0

200

400

600

800

 

 

MC

UE in MCarea

SC

UE in SCarea


(d) 2 clusters – 10 small cells per cluster
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