Page 4
Draft prETS 300 ???: Month YYYY


3GPP TSG RAN WG1 Meeting #74















   R1-133117
Barcelona, Spain, 19 – 23 August 2013
Agenda item:

7.2.8.1
Source:
Samsung

Title: 



Discussion on D2D Group Communication
Document for:

Discussion and Decision

1
Introduction
D2D Group communication for Public Safety (PS) usage can be applied in both inside and outside network coverage (including partial network coverage) scenarios [1]. D2D Group communication in outside network coverage should work without the network’s support, so it would be more challenging than inside network coverage case. This contribution will discuss high level design aspects of D2D group communication focusing on an out-of network coverage scenario. 
2   Design Issues

In D2D group communication, a group and members belonging to the group are decided by a higher layer configuration or manual setting before the initiation of the D2D group communication [2]. How to form groups might be out of scope in RAN1’s viewpoint. However, the number of groups may have influence on the design aspect of D2D group communication in terms of the resource management. For example, a small number of Groups may be sufficiently supported by using orthogonal time or frequency resources among different groups. In this approach, a dedicated resource for each group (i.e., dedicated carrier frequency or subframe) can be considered, and it can make the operation of D2D group communication simpler. However, this approach would be inefficient in resource utilization, flexibility, and scalability as the number of groups increases. In this case, resource reuse among the groups would be beneficial even though this approach may require increasing overhead and complexity.

The resources among groups can be controlled in a centralized or distributed manner as shown in Figure 1. Centralized resource allocation may lead us to design a hierarchical architecture in out-of network coverage, and it would require additional operation like a request and response to coordinate different groups. On the other hand, in distributed resource coordination, the resources would be allocated in distributed manner, and thus it would require new operation like a contention-based (or possibly contention-free) scheduling algorithm among D2D groups. Which resource management mechanisms among groups would be selected will affect to the design of D2D group communication. 
Thus, RAN1 has to clarify whether a dedicated time or frequency resources would be used in each group or not. If not, resource allocation mechanisms among the groups should be studied for D2D group communication. 
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Figure 1: Coordination among the groups and within a group in out of network coverage
Observation 1: For D2D Group communication, resource management mechanism among different groups should be studied.

	Resource utilization
	Description

	Pre-configuration

(Orthogonal resource)
	- Simple operation in group communication

- Inefficiency in resource utilization, flexibility, and scalability

	No pre-configuration
	Orthogonal resource
	- Suitable for a small number of groups 

- Inefficiency in resource utilization, flexibility, and scalability

	
	Shared resource
	- Efficient resource utilization due to reuse gain

- Flexibility and scalability
- Complex issues on how to achieve efficient resource sharing


	Group coordination
	Description

	Centralized way
	- Need for additional operation like a request and corresponding response
- Less impact on RAN1 specifications 

- Low scalability due to hierarchical D2D architecture

	Distributed way
	- Need for new operation like a contention-based (or possibly contention-free) resource allocation algorithm
- High scalability due to flat D2D architecture

- High impact on RAN1 specifications 


2.1
Synchronization
Group members in the same group can communicate with each other in a synchronous or asynchronous fashion. In synchronous group communication, a certain synchronization process is required for achieving and maintaining coordination among independent local clocks of group members. The synchronization can be performed in a centralized way or a distributed way as shown in Figure 2.
In the centralized synchronization process, a specific UE within the group can provide the local reference timing for the group members. For providing the reference timing, the UE may periodically transmit a synchronization signal to its group members. Therefore, this UE can be called as Synchronization Head (SH). The SH can be pre-determined or semi-statically elected within a group. Pre-determining the SH means that a specific class of Public Safety UE would be able to be the SH and only the UE can act as a synchronization source. This approach can make synchronization operation simpler, because it does not require additional overhead like SH election and it is similar to synchronization operation within network coverage. However, periodic transmission of synchronization signal can cause a lot of power consumption. Moreover, unlike the eNB, the SH can have mobility, and thus the transmission radius of synchronization signal may not always cover the entire group. These facts can make the group communication unstable. While, if we introduce an election of the SH within a group, these problems can be somewhat resolved. For example, if a SH wants to extend its battery lifetime, the SH can hand over its role to one of group members. And if the role of SH can be periodically circulated by a simple round-robin way, coverage issue would be solved. However, the possible additional complexity by introducing the SH election needs to be identified in this case.
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Figure 2: Synchronization methods within a group

On the other hand, distributed synchronization can be achieved by the exchange of local time information among group members [3]. Each group member transmits a periodic synchronization signal and remaining group members listen to the signal when they do not transmit. Each group member modifies its current clock based on a weighted average of the residual differences of timing phases [4]. Until the common reference time is acquired, i.e., convergence is reached, each group member progressively adapts its reference timing to its neighboring reference. Since this approach would require a distributed coordination to transmit and monitor the synchronization signal, it would give an impact on RAN1 specifications and UE implementations. Moreover, regarding that group members are moving and topology is time-varying, convergence speed would be a critical factor that governs the performance of distributed synchronization algorithms. However, distributed approach might be beneficial for the synchronization in large area.

Finally, we may think of the asynchronous approach as well. In asynchronous group communication, data can be transmitted to other group members without the use of common reference timing. Data transmission would be started after a certain timed period expires and it continues on with a certain timer. Thus this approach allows us to have simple operation. However, asynchronous approach may have relatively large overhead, because a high portion of the transmitted data would be used for the control purposes like the transmission of asynchronous beacon.

Observation 2: For D2D group communication, synchronization methods within a group should be studied.

	Synchronization
	Description

	Synchronous

communication
	Centralized way
	- Similar to synchronization operation in LTE-A

- Less impact on RAN1 specifications UE implementations

- Issue on election of the Synchronization Head (SH)

- Issues on power consumption and coverage of the SH

	
	Distributed way
	- Advantage of the synchronization in large area

- Issues on convergence speed and stability
- High impact on RAN1 specifications and UE implementations

	Asynchronous communication
	- The simplest way
- Relatively large overhead due to a high portion of control information
- High power consumption


2.2
Resource management
Within a same group, resources can be coordinated in a centralized or distributed fashion s shown in Figure 3. In the traditional centralized resource management, a central controller like the eNB collects all the channel state information of every UE in the system and allocates the available resources to maximize the throughput according to fairness and power constraints. Similarly, a controller in D2D group communication would be responsible for managing the resources, which is called as Radio Resource Management Head (RRMH) hereafter. However the functionality of RRMH in D2D group communication would be restricted, because RRMH is not an eNB but a UE so that it cannot have all the functions of the eNB in complexity point-of-view. Furthermore, the group communication may not need all the channel state information due to too much measurement overhead and corresponding channel mismatch at the time of scheduling. Therefore, the RRMH can be designed to have at least the responsibility of resource coordination to prevent a collision among groupcasting UEs. For this responsibility, the RRMH should be able to take part in the resource allocation for the transmitter in a group. Similar to the SH, this RRMH can be pre-determined (i.e., specific class of Public Safety UEs have the RRMH function) or semi-statically elected within the group. As shown in the SH, election of the RRMH might be beneficial in coverage perspective despite additional overhead of election.
On the other hand, groupcasting UEs can decide their resources in a distributed fashion. Random resource selection can be a simple example of the distributed manner, but its performance cannot be guaranteed because of the possible collision among groupcasting UEs. Thus an implicit coordination (e.g., carrier sensing) or explicit coordination (e.g., RTS/CTS in WiFi) would be required in distributed approach to prevent the collision among groupcasting UEs.
Observation 3: For D2D Group communication, resource management methods within a group should be studied.
	Resource Management
	Description

	Centralized 

resource coordination
	- Less impact on RAN1 specifications and UE implementations if it is similar to

 resource allocation protocol of eNB
- Issue on RRMH election

- Issues on power consumption and coverage

	Distributed 

resource coordination
	- Need for a distributed resource coordination protocol

- Issues on overhead and additional complexity

- High impact on RAN1 specifications and UE implementations
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Figure 3: Resource management within a group
3   Conclusion
This contribution has discussed high level design issues on D2D group communication with special emphasis on synchronization and resource allocation in out of network coverage. It would be possible to have various combinations of each component scheme and their variants. Moreover, depending on what our design goal is, we can have a lot of different approaches. D2D group communication in out of network coverage is basically targeted for the PS scenario. Therefore, designing D2D group communication for PS in out of network coverage, it is desirable to focus on its robustness.

The following are our observations and proposal:
Observation 1: For D2D Group communication, resource management mechanism among the groups should be studied.

	Resource utilization
	Description

	Pre-configuration

(Orthogonal resource)
	- Simple operation in group communication

- Inefficiency in resource utilization, flexibility, and scalability

	No pre-configuration
	Orthogonal resource
	- Suitable for a small number of groups 

- Inefficiency in resource utilization, flexibility, and scalability

	
	Shared resource
	- Efficient resource utilization due to reuse gain

- Flexibility and scalability
- Complex issues on how to achieve efficient resource sharing


	Group coordination
	Description

	Centralized way
	- Need for additional operation like a request and corresponding response

- Less impact on RAN1 specifications 

- Low scalability due to hierarchical D2D architecture

	Distributed way
	- Need for new operation like a contention-based (or possibly contention-free) resource allocation algorithm
- High scalability due to flat D2D architecture

- High impact on RAN1 specifications 


Observation 2: For D2D group communication, synchronization methods within a group should be studied.

	Synchronization
	Description

	Synchronous

communication
	Centralized way
	- Similar to synchronization operation in LTE-A

- Less impact on RAN1 specifications and UE implementations

- Issue on election of the Synchronization Head (SH)

- Issues on power consumption and coverage of the SH

	
	Distributed way
	- Advantage of the synchronization in large area

- Issues on convergence speed and stability
- High impact on RAN1 specifications and UE implementations

	Asynchronous communication
	- The simplest way

- Relatively large overhead due to a high portion of control information
- High power consumption


Observation 3: For D2D Group communication, resource management methods within a group should be studied.

	Resource Management
	Description

	Centralized 

resource coordination
	- Less impact on RAN1 specifications and UE implementations if it is similar to

 resource allocation protocol of eNB

- Issue on RRMH election

- Issues on power consumption and coverage

	Distributed 

resource coordination
	- Need for a distributed resource coordination protocol

- Issues on overhead and additional complexity

- High impact on RAN1 specifications and UE implementations


Proposal: Designing D2D Group communication for PS in out of network coverage, RAN1 should focus on its robustness.
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