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1   Introduction
At RAN1#72bis, various proposals were presented for PUSCH 3-2 and related CQI enhancements including some proposals for MU-CQI feedback. In this contribution, we discuss these proposals towards finalization of PUSCH feedback mode enhancements in the context of 4Tx MIMO operation.
2   MU-CQI feedback
2.1 Discussion
Several options for enabling feedback enhancement for improving MU-MIMO scheduling efficiency are being considered. They can be broadly categorized as follows.

Alt 1: Multiple CSI processes with rank restrictions

In this option, the eNB configures multiple CSI processes with suitable rank restrictions. Two sub-alternatives can be envisioned. 

Alt 1-1: Two CSI processes can be configured where the first process has a codebook subset restriction that restricts the UE to feedback the best rank 1 PMI/CQI. The second CSI process has a codebook subset restriction that restricts the UE to feedback the best rank 2 PMI/CQI. 
Alt 1-2: The first CSI process can be targeted towards SU-MIMO (no codebook subset restriction) and the second CSI process can be targeted towards MU-MIMO (rank 1 codebook subset restriction).

Alt 2: Best companion PMI feedback
In this option, UE selects the best desired PMI and further selects the best companion PMI corresponding to a co-scheduled user [4]. Two sub-alternatives can be envisioned for this option as well.

Alt 2-1: The UE can select the desired PMI and the co-scheduled user PMI jointly such that the desired SINR or sum-rate is maximized (high implementation complexity).

Alt 2-2: The UE can adopt a suboptimal approach where it selects the best desired PMI and then selects a companion PMI that leads to the smallest co-scheduled user interference (lower implementation complexity). 

Alt 3: Offset MU-CQI

In this option, the UE determines MU-CQI corresponding to K > 1 (e.g., K = 5 is [3]) companion PMIs where the UE must evaluate a MU-CQI corresponding to each of the multiple companion PMI hypotheses. The companion PMI hypotheses are drawn from a codebook subset that is either signalled or specified so that the elements of the subset has a column space that is (quasi-)orthogonal to the column space of the desired precoder. 

2.2  Performance
For this contribution, Alt 1-1 and Alt 2-2 were simulated for the 4x2 closely-spaced Xpol case. The details of simulations are shown in Annex A. Table 1 has cell-average and UE cell-edge throughput results assuming PUSCH 3-2 feedback. Annex B has some details on how the best companion PMI was chosen for Alt 2-2.
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Cell-average throughput 

(b/s/Hz/cell)

Median UE 

throughput 

(b/s/Hz/UE)

Cell-edge throughput 

(b/s/Hz/UE)

PUSCH 3-2 100% 100% 100%

Alt 1-1 (Two CSI processes with 

rank restrictions)

112.52% 105.61% 101.57%

Alt 2-2 (Best companion PMI) 102.13% 104.12% 112.83%


Table 1. Normalized throughput comparison (4x2 MU-MIMO Full-buffer traffic).
Using 2 CSI processes leads to 12% improvement in average throughput although, closely-spaced Xpol 4x2 case is a more difficult case in terms of MU-MIMO efficiency relative to say, the 4
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-spaced ULA case. In comparison, best companion PMI leads to a 2% gain in average throughput. This is due to the fact that feeding back just one companion PMI provides limited options to the scheduler in terms of being able to find the best user pair. So, the benefit to MU-MIMO efficiency is not significant. On the other hand, the companion PMI approach leads to almost 13% gain in UE 5%-tile (cell edge) throughput compared to the less than 2% from the 2 CSI processes approach. 
2.3 Feedback overhead
Table 2 captures the uplink feedback overhead for one aperiodic PUSCH feedback instance for 10 MHz DL. The overhead is presented as the required number of bits in excess of what is necessary for a single CSI process that is configured to use Rel-8 4Tx codebook. For best companion PMI (Alt 2-1/Alt 2-2), we assume that wideband companion PMI requires 4 bits and subband companion PMI requires 4 bits per subband. We assume that 2 bits of differential CQI per subband are necessary for the case where there is one MU-CQI offset in addition to the companion PMI. For the MU-CQI offset approach (Alt 3), we assume that K = 5 and MU-CQI is encoded as differential feedback (e.g., relative to subband CQI or wideband CQI) and requires extra 2 or 3 bits per subband for each of the MU-CQI offsets. Note that these are preliminary and approximate estimates and the actual feedback overhead would depend on details such as whether there is additional subband MU-CQI offset for the best companion PMI approach, whether 2 or 3 bits are used for differential CQI encoding of the MU-CQI offsets, etc. Based on these initial estimates, for PUSCH 3-2, Alt 1 appears to have feedback overhead that is either equal to or larger than Alt 2 (best companion PMI) but, smaller than Alt 3 (multiple MU-CQI offsets). Alt 1 appears not to be excessive with respect to the overhead while at the same time provides good MU-MIMO performance gains. Furthermore, there is minimal additional RAN1 specification effort or RAN4 testing effort with Alt 1 (only minimal effort to define a new PUSCH 3-2 reporting mode based on PUSCH 3-1 with PMI for each subband) .
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One CSI process B1 bits B2 bits

Alt 1: Two CSI processes (process #2 has rank 1 

PMI only)

B1+26

(= 4 bit WB PMI + 2 bit SB differential CQI 

+ one WB rank 1 CQI for process #2)

B2+62

(= 4 bit WB PMI + 4 bit SB PMI, 2 bit SB 

differential CQI +  WB rank 1 CQI for 

process #2)

Alt 2: Best companion PMI (no MU-CQI offset)

B1 + 4 

(= one WB PMI)

B2 + 40

(= 4 bit WB PMI + 4 bit SB PMI)

Alt 2: Best companion PMI (with MU-CQI offset 

for the best PMI)

B1 + 26

(= 2 bit subband differential CQI, one WB 

PMI, one WB CQI)

B2 + 62 

(= 4 bit SB PMI (rank 1) + 4 bit WB PMI + 

+ one WB CQI + 2 bit SB differential CQI)

Alt 3: MU-CQI offsets (using 2 bits for differential 

CQI)

B1 + 10 

(= 2 bit differential WB CQI x 5 PMI 

hyotheses)

B2 + 90 

(= 2 bit differential subband CQI x 5 PMI 

hyotheses)

Alt 3: MU-CQI offsets (using 3 bits for differential 

CQI)

B1 + 15 

(= 2 bit differential WB CQI x 5 PMI 

hyotheses)

B2 + 135 

(= 2 bit differential subband CQI x 5 PMI 

hyotheses)


Table 2. Feedback overhead in one instance for 10 MHz DL. 
Based on these observations, we propose:
Proposal 1: Make use of multiple CSI processes defined in Rel-11 for configuring CSI feedback to enhance MU-MIMO operation together with the PUSCH 3-2 mode in Rel-12 and minimal specification effort to define PUSCH 3-2. MU-CQI or companion PMI is not introduced in Rel-12.
3   Subband size

In RAN1#72b, there were some proposals and a way forward [5] arguing for subband sizes for CQI and PMI that are RRC configurable. One of the use cases where such configurability is seen to be useful is for case of PUSCH 3-2 subband PMI feedback with subsampled codebook (e.g., 2 bits per suband) in a deployment with highly frequency selective channel. Rel-12 4Tx codebook is still under discussion and 3-4 bits per subband are expected to provide some gains over the Rel-8 4Tx codebook in most cases without the need for finer frequency resolution. Additionally, from a UE processing standpoint, a single subband size that is dependent on DL bandwidth as in Rel-8 leads to a simplified implementation. The benefits observed so far for an optimization over different subband sizes relative to the existing set has been minimal. It is therefore proposed to confirm the working assumption from RAN1#72b on keeping the existing subband sizes with same subband size for both CQI and PMI.
Proposal 2: Confirm working assumption to keep existing CQI and PMI subband sizes with same subband size for both CQI and PMI.

4   PUSCH 3-2 for TM4,6

Subband PMI feedback based on aperiodic PUSCH 3-2 can provide SU-MIMO gains as it enables better spatial matching at the subband level even when Rel-8 4Tx codebook is used. It is therefore proposed that the working assumption from RAN1#72b be confirmed for TM4,6. 

Proposal 3: Confirm the working assumption that the aperiodic PUSCH feedback mode 3-2 can be configured for TM4,6 when the Rel-8 codebook is used.
5   Conclusions
In this contribution we examined the different proposals for CSI enhancements targeted for improving MU-MIMO scheduling efficiency. Based on performance results, it is proposed that: 
Proposal 1: Make use of multiple CSI processes defined in Rel-11 for configuring CSI feedback to enhance MU-MIMO operation together with the PUSCH 3-2 mode in Rel-12 and for minimizing specification effort to define PUSCH 3-2. MU-CQI or companion PMI is not introduced in Rel-12.
Additionally, we propose the following.
Proposal 2: Confirm working assumption to keep existing CQI and PMI subband sizes with same subband size for both CQI and PMI.

Proposal 3: Confirm the working assumption that the aperiodic PUSCH feedback mode 3-2 can be configured for TM4,6 when the Rel-8 codebook is used.
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7 Annex A – Simulation assumptions
Further details on the simulation assumptions are captured in Table A-1 below.
	Parameter
	Value

	Network Layout
	57-cell grid

	Scenario
	Scenario A from [6] which uses the TR 36.819 Scenario 3/4 macro-only part with UMa channel and a UE speed of 3 kmph

	UE indoor/outdoor drop ratio
	100% outdoor users

	CSI feedback mode
	PUSCH 3-2 based on Rel-8 4Tx codebook

	Feedback periodicity and delay
	5 ms and 6 ms respectively

	Channel Bandwidth and carrier frequency
	10 MHz and 2 GHz respectively


Based station antenna ctenna Cation PUSCH 3-2ratio tion assumptions are captured in Table 1 below.

	are necessary for W1 and 2 bits necesary 









onfiguration
	4 Tx comprising two closely separated X-pol elements with (+45, -45) deg slant


	UE antenna configuration
	2 Tx comprising X-pol elements with (+45, -45) deg slant

	UE Receiver
	MMSE + IRC (Interference modeled as a Wishart distributed random matrix)

	CQI feedback
	Realistic 4 bit MCS feedback

	PDCCH decoding 
	Ideal

	Scheduler
	(1) Hybrid SU/MU-MIMO dynamic switching. MU-MIMO Scheduling 
(2) OLLA targeting a mean BLER of 0.1

	Traffic Model
	Full Buffer


Table A-1: Simulation assumptions

8 Annex B – Best companion PMI Selection

We adopt Alt 2-2, the suboptimal companion PMI selection approach. Once the best desired PMI 
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is selected, the 
“best” companion PMI 
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is selected so as to maximize the SNR or minimize co-scheduled interference. For the suboptimal approach, 
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, the desired PMI, and 
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, the co-scheduled user interference can be selected so as to minimize 
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, where 
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is the channel matrix and 
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is the co-channel interference and noise covariance matrix. Averaging of the metric may be performed over the subband of interest. 
For the joint selection approach (Alt 2-1) for rank v feedback, the optimization criterion can attempt to maximize a metric such as 
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when MMSE-IRC receiver is used.
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