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Introduction
In RAN1 #72bis meeting, extensive progress was made on the small cell enhancement SI, covering both the evaluation assumptions and enhancement techniques for spectrum efficiency. As one key possible method for control channel overhead reduction, multi-subframe and cross-subframe scheduling have been suggested by many companies [1-8]. Based on the chairman’s notes of RAN1 #72bis, the following observation and guidance for next steps were made:

Observations:
· Multi-subframe scheduling and/or cross-subframe scheduling are proposed by many companies

· Not necessarily limited to small cells, but may be able to exploit relatively time-invariant channels

Next steps:
· For RAN1#73, focus on study of multi-subframe scheduling and cross-subframe scheduling

· Identify characteristics of potential schemes, e.g. for multi-subframe scheduling, how does it differ from SPS, how many subframes, how is link adaptation and HARQ retransmissions handled? 
· Evaluate whether there are useful potential gains (in throughput or other gains) from overhead reduction (multi-subframe scheduling) or statistical multiplexing gain (cross-subframe scheduling)

· Consider impact of resulting scheduling restrictions and potential means to mitigate such impact
· Identify potential specification impact

In this contribution, we provide some discussion of multi-subframe and cross-subframe scheduling. 
Multi-subframe scheduling
The aim of multi-subframe scheduling would be to reduce the control signalling overhead from scheduling grants by enabling a single DCI message to allocate resources in multiple subframes. The control channel capacity becomes a bottleneck when a large number of small size packets arrive simultaneously. It has been suggested that a multi-subframe scheduling scheme would be particularly relevant to small cell operation because the UE mobility is typically low, leading to relatively time-invariant channel conditions for frequency-selective scheduling and link adaptation, and therefore less need for a separate DCI message for each packet. 
In the current LTE system, both the DL and UL already support semi-persistent scheduling (SPS), in which the radio resources are semi-statically configured and allocated to a UE for a longer time period than one subframe until explicitly or implicitly released. SPS was designed to avoid specific downlink assignment messages or uplink grant messages over the PDCCH for each subframe, which partially achieves the objective of the overhead reduction for control signaling. The SPS-Config IE in RRC is used to configure the interval between resource allocations. A single DCI message then configures the frequency-domain resource allocation and MCS and triggers the periodically occurring resource allocation to start. The resource allocation may also be temporarily overwritten in a single subframe by another DCI message. Thus much of the downlink control signalling overhead can be alleviated for periodic data transmissions, and, since SPS does not support channel selective scheduling and link adaptation, it also reduces UL control signalling overhead because no CSI feedback is needed.
Current SPS was mainly designed for services with periodic packet arrival such as VoIP, for which the data packets are small in size, periodic, and less sensitive to gain from channel selective scheduling. For VoIP services, the MCS and resource allocation do not need to change within a talk spurt since the voice packets have similar size and arrive periodically.  For such services with periodic packet arrival, the packet arrival times and required radio resources are relatively easily predictable. 
By contrast, the main target services in small cells are best effort data services, which are quite different from the services with periodic small packet arrival targeted for SPS. For such data services, the resource allocation and MCS assignment would not be so static over a long period, and the system throughput performance could benefit from more flexibility since the per-user data rate is higher than VoIP. This suggests that a different parameterisation of SPS could be more useful for these data services, focusing on a burst of data in consecutive subframes with a given frequency-domain resource allocation and MCS, which could then change for the next burst of data. 
Since the SPS mechanism already exists, it would be preferable to adapt it as necessary to support best-effort data services rather than to design a whole new mechanism.      
In particular, with the above requirements in mind, the ranges of the existing SPS configuration parameters could be reviewed. For example:

· Currently the shortest interval between packets supported for SPS, semiPersistSchedInterval, is 10 subframes. Shorter values could be considered, especially 1  or 8 subframes, so that resources can be allocated in a number of consecutive subframes for a data burst, either using a single SPS process, or by means of multiple SPS processes with each subframe being associated with one SPS process. Six spare values of the RRC IE semiPersistSchedInterval already exist and could be utilised. 

· implicitReleaseAfter, which configures the number of empty UL transmissions before implicit release of a UL SPS configuration could also be revisited; current values are 2,3,4 or 8. A value of 1 could be appropriate for bursty data traffic, so that the resources can be released quickly at the end of a burst. 
· The number of packets in a burst could be configured, either by RRC parameter “numberOfConfSPS-Processes”, or by the DCI message, or by a combination of RRC signaling and DCI message that starts the SPS configuration. This could avoid the need for implicit and explicit SPS release.  
· Multiple intervals could be configurable, to support multiple bursts of packets with some average rate, for example as shown in Figure 1.  
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Number of packets per burst = 4  

Interval_1 = 1 subframe  

Interval_2 = 7 subframes  


Figure 1: Example of multiple SPS intervals for support of bursty traffic with regular inter-burst interval
However, in practice it would be difficult to predict and configure suitable values for the number of packets in a burst and the interval between bursts, since both of these values can be quite variable with best-effort data traffic. Therefore it is not currently obvious that these would be useful. 
For HARQ retransmissions, multi-subframe scheduling could reuse the synchronous HARQ timing defined for UL SPS. 
If multi-subframe scheduling focuses on enhancements of the existing SPS mechanism as outlined above, the specification impact would be small and would be mainly confined to the RAN2 specifications (36.331 and 36.321). 

Cross-subframe scheduling 
In contrast to multi-subframe scheduling, cross-subframe scheduling does not directly reduce control channel overhead, but instead aims to give some statistical multiplexing gain for the control signalling by allowing a subframe in which the (E)PDCCH is lightly loaded to schedule resources in a different subframe where the (E)PDCCH is heavily loaded. 
However, the utility of such a mechanism is doubtful. In particular, it is difficult to predict in advance which subframes will have heavy control channel load, and therefore it is not easy to make use of an earlier lightly-loaded subframe to cross-schedule the subframe. For obvious reasons, a later lightly-loaded subframe cannot be used to cross-schedule an earlier heavily-loaded subframe. 
Moreover, cross-subframe scheduling does not directly address the issue of control channel overhead reduction identified in the SID. 

For these reasons we do not recommend further study of cross-subframe scheduling, other than the element of cross-carrier scheduling which is inherent in multi-subframe scheduling.
Conclusion
In this contribution, we have discussed control signaling overhead reduction through multi-subframe and cross-subframe scheduling.  We draw the following conclusions:

· Rather than defining a new multi-subframe scheduling mechanism, the existing SPS mechanism could be enhanced to support traffic patterns more relevant to bursty best-effort data traffic, in particular:

· shorter intervals between packets could be supported using the spare values in the RRC SPS-Config IE, especially a value of 1 or 8 subframe to support contiguous subframe resource allocations;

· a value of 1 could be introduced for implictReleaseAfter, to support quick release at the end of a burst.
· It is currently not clear that introducing any new parameters such as the number of packets in a burst or the interval between bursts would offer significant benefits, due to the inherent unpredictability of these values. 
· Cross-subframe scheduling is not worth further consideration. 
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