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1. Introduction

Fast Carrier Hopping (FCH) is a multi-carrier uplink transmission technique proposed in a response to a new study item [1] aiming HSUPA uplink enhancement. FCH is a candidate technology to address objective 8 of the study item looking for uplink load balancing solutions [1].

FCH operation is applicable to a scenario where multiple (at least two) uplink carriers are available and the UE switches between them. The typical period between the carrier switches is below the typical serving time (for standard services) that allows to statistically equalize the load on the available carriers.

The FCH technique allows effective utilization of multiple uplink carriers and achieving their balanced load by using UEs physically supporting using only a single uplink carrier. Those UEs have advantages over UEs supporting simultaneous multicarrier transmission in terms of the required hardware and cost as well as in a lower peak-to-average power ratio (PAPR) of single versus multiple carrier transmission. Hence, effective network operation of Nodes B with multiple uplink carrier capabilities and any type of UE equipment (having hardware support for transmission on one or multiple carriers) can be achieved.

This contribution presents motivation for proposed network enhancement (Section 2), explains basics of the FCH (Section 3), presents initial system-level simulation results for FCH by explaining the FCH gain mechanisms from the simulation perspective (Section 4), describing the simulated FCH implementation (Section 5) and the simulation assumptions (Section 6). Then the simulation results are presented (Section 7) and discussed (Section 8), and the conclusions on the FCH approach are drawn (Section 9).

2. Load balancing

Load balancing techniques are employed in cellular systems to overcome the problems of some cells being congested while others having free resources. With this technique applied the network gains flexibility at the expenses of higher complexity, i.e. a subsystem monitoring the resources of multiple nodes and redistributing them has to be present in the system. Those kinds of subsystems are usually implemented on the higher layers and are driven by the reports provided by a group on nodes. If the transmission in the uplink direction in the HSPA system is considered, the load balancing would lead to equal distribution of UEs per carrier in a given node B / group of nodes B. Real-time monitoring of the number of active users per cell and frequent reconfiguration of the system would cause on one hand an excessive signaling load and on the other the significant computational overhead, which may be prohibitive. Thus, to achieve load balancing in the HSUPA system, different approach has to be taken. 

As mentioned, perfect load balancer in HSUPA system would lead all the cells in the given subset to have the same number of UEs assigned. The simple method to achieve that could be to balance the load statistically. If in a given set all the carriers would have the same probability to be chosen, then on average all the cells would have the same number of users assigned to them, even without complicated entity distributing the load.

3. Fast Carrier Hopping

The idea of the Fast Carrier Hopping (FCH) is to utilize multiple carriers in the Uplink and, contrary to what is done in the multi-carrier mode, do fast switching among them. Usually in large cells UEs don’t have spare power to utilize multiple carriers simultaneously. In general the FCH operation look as follows:

1. The UE starts a transmission on a carrier to which it is associated

2. After given time, called persistence timer, the UE is given a chance to switch a carrier. The UE breaks the connection on a given carrier and restores it on a new one. After another persistence timer the procedure is repeated.

The benefits of Fast Carrier Hopping are seen in dense scenarios, where users have big amount of data to be transmitted. In the WCDMA UL, since the users’ transmissions are not orthogonal to each other, in most of the cases the fewer the number of users per carrier, the higher the cell throughput is (as explained in the next Section). The Fast Carrier Hopping operation aims at distributing the users equally between the carriers without much signalling overhead and computation effort

4. FCH Gain Mechanisms

As mentioned in previous section, the FCH gain comes from the fact that for most practical scenarios the cell throughput is increased if the number of associated UEs is decreased. Considering multiple cells, the overall maximum throughput is observed if the load is equally distributed between the cells (i.e. load balancing is achieved). And even higher gains of load balancing can be realized if the performance metric (e.g., throughput or service time) is evaluated for the UEs getting the worst service level in the system (e.g., at 10% of the worst served UEs) that may be even more important in practice than the gains in average sector performance.

To illustrate the relationship between the average UE throughput versus average sector throughput, Figure 1 shows this dependence for a macro-cellular scenario with the Ped A channel profile and other assumptions as described in Section 6 (except for the traffic model being full buffer for Figure 1, but a bursty traffic for further results of the document).


[image: image1.emf]400 500 600 700 800 900 1000 1100 1200 1300 1400 1500

0

500

1000

1500

2000

2500

3000

 

 

Average sector throughput, kbit/s

Average user throughput, kbit/s

10 UE/sec

4 UE/sec

1 UE/sec

0.25 UE/sec


Figure 1. Average UE throughput versus average sector throughput for the UE densities of 0.25, 1, 4, and 10 UE/sec

It can be seen that decreasing the UE density from 10 UE/sec to 4 UE/sec and then to 1 UE/sec leads to the consequent growth of the overall sector throughput that happens mainly because of transmissions from different UEs being non-orthogonal and interfering with each other. However, further decreasing the UE density to 0.25 UE/sec reduces the overall throughput as a small number of UEs is not able to fully utilize the RoT budget because of their power limitations. Inter-cell interference also starts to have a smaller impact. Hence, the FCH gains are expected to be pronounced for higher UE densities or, equivalently, higher traffic intensity in case of a bursty traffic.

5. FCH Implementation

FCH allows different implementation strategies with respect to switching between the available carriers. For the current simulations, the following implementation is used. The system with two uplink carriers is considered. After expiration of a time period called persistence timer, the UE randomly selects the carrier (one of the two) to continue its operation. Hence, there is a 50% probability that the UE will continue using the current carrier and a 50% probability that it will switch to the opposite one. Initial values of the persistence timers for different UE are random meaning that the switching instants of all UEs are not synchronized, but, in opposite, are uniformaly distributed over the time. The simulated value of the persistence timer is 100 ms.

Instant changes of the channel conditions caused by carrier switching, make a disturbance to operation of the ILPC, OLPC, and scheduling processes of the Node B that are inertial in their nature and are not designed to sustain very rapid changes of channel conditions as in the case of FCH. That may lead to appearance of adverse impacts on the system operation. Those effects are especially noticeable when hopping from one carrier to another leads to a drop of the received power level because of a different path loss or fast fading. The same transmit power is used during the switching period since the transmit power level is controlled in the legacy way of using TPC commands. As a result, scheduling of unreasonably high serving grants is possible (the DPCCH power level needs some time to adapt to the new conditions), for those unreasonably high grants (TBSs) the BLER can be essentially below the target value (also some period after the switching time), and it may lead to appearance of surges in TX and RX power from the current UE. A similar behavior may be observed when switching from a less loaded to a more loaded carrier. 

The above effects negatively influence the performance of both the particular UE and the overall system. In order to limit the considered adverse impacts, some restrictions for the scheduler operation after a carrier switch were introduced for the presented simulation results. The scheduler restrictions are that the scheduler is not allowed to increase the grant for 8 ms after the changing the carrier and also the OLPC loop is frozen for 8 ms after the switch.

6. Simulation Assumptions

The simulation assumptions for the deployment scenario, traffic modeling, and system operation aspects are provided in Table 1, Table 2, and Table 3 respectively.

Table 1. Deployment model simulation assumptions

	Parameter 
	Value

	Deployment scenario
	3GPP Macrocell

	Cell layout
	Wrap-around hexagonal grid, 

19 sites with 3 sectors per site 

	Inter-site distance 
	1000 m

	Path loss and shadow fading
	3GPP, equal path loss and shadow fading for all carriers

	Correlation of path loss for two FCH carriers
	1 (equal)

	Node B antenna pattern
	Parabolic

	Dimension of Node B antenna model
	3D

	Node B antenna gain (bore sight) 
	17 dBi

	Node B antenna pattern azimuth width
	70º

	Node B antenna pattern elevation width
	15º

	Node B antenna tilt angle
	8º

	UE antenna pattern
	Omnidirectional

	UE antenna gain 
	0 dBi 

	UE power
	23 dBm 

	Node B noise figure 
	7 dB 

	Thermal noise power 
	-174 dBm/Hz 

	Minimum distance between UT and serving cell 
	25 m 

	Carrier frequency
	2.0 GHz 

	Penetration loss
	10 dB

	Channel model profile
	Ped A, independently generated channels for all carriers

	Correlation of channel realization between the TX and RX antennas
	0

	Correlation of channel realizations between two FCH carriers
	0

	User distribution
	Randomly and uniformly distributed over the area

	User mobility model
	Doppler spectrum

	Users speed
	3 km/h

	Interference modeling
	Explicitly modeled interference

	Maximum number of active UEs per sector
	10


Table 2. Traffic model simulation assumptions

	Parameter
	Value

	Traffic model
	Poisson bursty traffic

	Packet size
	Fixed packet size of 4 MB

	Offered load*
	200, 800 and 1600 kbit/s per sector


* - packet arrival rate can be calculated as a ratio of the offered load and the fixed packet size.

Table 3. System level simulation assumptions

	Parameter 
	Value

	Transmission mode
	SIMO

	Link-to-system mapping interface
	Effective SINR based

	E-DCH TTI
	2 ms

	T2TP*
	10 dB (depending on the E-TFC)

	Channel estimation
	Ideal

	Pilot SINR estimation
	Ideal, by an analytic formula 

	Node B receiver
	Rake (MRC)

	Number of TX antennas
	1

	Number of RX antennas
	2

	Soft handover algorithm
	Enabled

	Inner loop power control
	On

	Outer loop power control
	On

	ILPC delay
	2 slots

	ILPC period
	1 slot

	TPC error rate
	4%

	OLPC delay
	4 TTI

	Target BLER
	10% after the 1st transmission attempt

	Maximum number of HARQ attempts
	4

	Scheduler
	Round-robin

	Target RoT
	6 dB

	Number of carriers
	2

	Persistence timer
	100 ms

	Initial values for persistence timers of different UEs
	Random, uniformly distributed


* – T2TP is the traffic to total pilot ratio, calculated as the ratio of the E-DPDCH power to the sum of powers of the DPCCH and E-DPCCH.

7. Simulation Results

System level simulation results for FCH are presented in Figure 2 and Table 4. The results are plotted as CDF of packet service time which is the time elapsed from the moment of the packet arrival to the UE transmit buffer to the moment when the packet is completely transmitted.

The curves for “FCH off” are plotted for operation on two uplink subcarriers then the UE randomly selects the carrier at the time of the packet arrival and then does not change the carrier during the time of complete packet upload. Hence, the load on the two carriers is also statistically balanced but on a per packet basis rather than on a finer persistence timer basis as in the case of FCH.
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Figure 2. CDF of service time for FCH disabled and enabled for a packet size of 4 MB and offered loads of 200, 800 and 1600 kbit/s

Table 4. Service times for 4 MB file download at different offered traffic loads

	Offered load, kbit/s
	Metric
	Service time, s
	FCH gain, %

	
	
	FCH on
	FCH off
	

	200
	Average
	8.9
	9.0
	1.1

	
	90% CDF
	11.5
	12.1
	5.2

	800
	Average
	12.3
	13.3
	7.0

	
	90% CDF
	22.2
	25.8
	13.8

	1600
	Average
	18.3
	21.9
	16.5

	
	90% CDF
	37.2
	46.3
	19.6


8. Discussion

The provided system level simulation results demonstrate that the FCH technology allows decreasing service time in the case of high traffic intensity when multiple UEs are active in the same time instant. 

The FCH gain increases with the growth of the FCH traffic intensity. For the offered traffic load of 200 kbits/s, the FCH mode gain is marginal and the system performance is almost equivalent with and without FCH. However, for an increased load of 800 kbit/s, the FCH starts to provide both the average service time gain of 7.0% and a significant reduction of the service time for the worst served UEs. The maximum service time for 90% of the UEs is decreased from 25.8 s to 22.2 s or by 13.8%. For the offered load of 1600 kbit/s, the maximum FCH gain is observed that leads to 16.5% average service time reduction and the decrease of the maximum service time for 90% of the UEs by 9.1 s or 19.6%.

9. Conclusions

This document introduced Fast Carrier Hopping (FCH) a method for switching UE transmissions between multiple uplink carriers so that to achieve statistically equal load of the carriers, and presented initial system level simulations results.

The simulation results demonstrated that the gain of using FCH in terms of service time reduction for 4 MB file download can be as high as 20%.

Given into account a low number of changes needed to the legacy system and equipment to introduce FCH, the technique can be considered as an effective mean for uplink load balancing as sought by objective 8 of study item “Study on Further EUL Enhancements”.
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