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1 Introduction

In [1], it was agreed that both non-full-buffer traffic and full-buffer traffic should be evaluated. In [2], we have provided simulation results for ideal eICIC with full-buffer traffic and SVD-based beamforming transmission scheme.
Based on our previous work [2], in this contribution, we further analyze the performance of eICIC with different CRE bias settings under the agreed simulation assumptions in [1]. Specifically, full-buffer traffic scenarios are evaluated with the considerations of CRS interference in ABS subframe taken into account.
2 Performance evaluation
In the simulations reported in this contribution, we assume the employment of 2x2 MIMO with transmission mode 9 and 10 ms CSI-RS transmission period. The impact of CRS was modelled as AWGN as described in [1], and no CRS interference cancellation technique was applied. More details of simulation assumptions can be found in the Appendix. The low power notes’ (LPN) association ratios for different scenarios are listed in Table 1.
Table 1: LPN association ratios for different channel models and CRE bias values.
	Channel model
	Configuration
	CRE bias value

	
	
	0 dB
	6 dB
	12 dB
	18 dB

	ITU based
	1
	50%
	66%
	76%
	86%

	ITU based
	4b
	70%
	76%
	86%
	93%

	3GPP
	1
	20%
	33%
	52%
	70%

	3GPP
	4b
	39%
	58%
	74%
	85%


In Fig. 1 and Fig. 2, simulation results for ITU based channel model and 3GPP channel model case 1 are provided, employing LPN dropping configurations 1 and 4b, respectively, as agreed in [1]. Note that in all these figures the benchmark is the case where the CRE bias was set to 0 dB with eICIC disabled.
Fig. 1 shows the average cell throughput gain versus CRE bias with eICIC. In contrast to our previous observations made under the scenario assuming no CRS interference [2], in Fig. 1 we find that the cell average throughput performances of all cases degrade. This is mainly due to the interference imposed on CRS, which significantly restrict the attainable performance of eICIC. Specifically, more than 10% loss in cell throughput is observed with CRE bias set to 18 dB with eICIC enabled.
[image: image1.emf]Average cell throughput gain vs. CRE bias (with eICIC)
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Fig. 1: The average cell throughput gain versus CRE bias with eICIC.
From the cell edge performances shown in Fig. 2 for scenarios with eICIC, we observe that cell edge throughput gain can be achieved by applying a small CRE bias (e.g. 6 dB), thanks to the reduced inter cell interference. Nonetheless, despite the impact from the CRS interference, eICIC shows significant cell edge gain in the ITU scenario with the medium CRE bias (e.g. 12 dB), though no further gain can be attained by applying a larger CRE bias. This implies that the optimum cell edge performance may be achieved with small to medium CRE bias configured.

Observation 1: Optimum cell edge gain may be achievable by applying a small to medium CRE bias, while large CRE bias can hardly provide further gains for both cell edge and average cell throughputs.

Proposal 1: Employment of large bias should be precluded. Further studies are needed if RAN1 decides to standardize a restricted set of bias configurations.

Observation 2: The application of eICIC can hardly show benefits in both average cell and cell edge throughput performances due to the impact of CRS interference.
Proposal 2: RAN1 is kindly asked to investigate the possible solutions to CRS interference mitigation in ABS in order to maximize the potential of eICIC.
[image: image2.emf]5%-tile user throughput gain vs. CRE bias (with eICIC)
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Fig. 2: The 5%-tile user throughput gain versus CRE bias with eICIC.
3 Conclusion

In this contribution, we analyzed the performance of eICIC with different CRE bias settings under the agreed simulation assumptions of [1]. The following observations and proposals are provided:
Proposal 1: Employment of large bias should be precluded. Further studies are needed if RAN1 decides to standardize a restricted set of bias configurations.
Proposal 2: RAN1 is kindly asked to investigate the possible solutions to CRS interference mitigation in ABS in order to maximize the potential of eICIC.
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Appendix: Simulation assumptions

	Parameter
	Values used for evaluation

	Performance metrics
	Average user throughput, cell-edge user throughput

	Deployment scenarios
	Heterogeneous network with low power RRHs within the macro-cell coverage; 1 macro-cell with 4 low-power nodes

	Simulation case
	ITU UMa for macro, UMi for low power node

	
	3GPP channel model case 1

	High power RRH Tx power 
	46 dBm in a 10MHz carrier

	Low power RRH Tx power 
	30 dBm in a 10MHz carrier

	Number of UEs per cell
	30 for Config 4b, 25 for Config 1

	System bandwidth
	10 MHz

	Transmission schemes in DL
	TM9

	CSI-RS period
	10 ms

	CSI/CQI delay
	5 TTIs

	Overhead 
	3 OFDM symbols for DL CCHs，2 CRS ports outside PDCCH region, 20 REs/RB every 10ms for CSI-RS, 24 REs/RB for DM-RS

	Number of Tx at eNB
	2

	Number of antennas at UE
	2

	Antenna pattern
	3D for macro eNB and high-power RRH

	
	Omni-directional for low-power node


	eNB Antenna tilt
	12 degrees for macro eNB and high-power RRH

	
	10 degrees for low-power node

	Channel estimation
	Ideal

	UE receiver
	Traditional receiver

	Traffic model
	Full buffer

	
	FTP mode-1 in 36.814. Lamda = 0.5, file size = 2M Bytes.
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