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Introduction

This document presents system simulation results when only a part of UEs are Multiflow-capable. We will show that the impact of Multiflow on legacy UEs is small to non-existent.
Text proposal start

7.x
Multiflow system evaluation

It is essential to ensure that introduction of any new feature does not degrade performance for existing users. Multiflow schedules terminals from multiple cells, and thus has the potential to generate a larger amount of interference in the system, which would impact in particular users that do not have interference mitigating receivers. On the other hand, improved throughput due to Multiflow will reduce the amount of time for which Multiflow users are scheduled, which would have the opposite effect.

In this section, performance results relating to Multiflow single frequency - dual carrier aggregation system simulations when only 30% of UEs are Multiflow capable are presented. The remaining 70% of the UEs are not Multiflow capable and do not possess interference mitigating receivers.

Simulations were carried out under the assumption of ideal flow control. 

7.x.2
Results with 3-fold sectorization, inter-site Multiflow
The amount of overall users in the SHO area was 37% for the whole network. The amount of users in the SofterHO area was 9% for the whole network.

The scheduler used for the Multiflow users follows the simulation assumptions of section 6.1, whereby a secondary link is scheduled only if there are no primary UEs active in that cell. This principle is applied also in inter-site scenarios.

7.x.2.1 Additional simulation assumptions applicable in this section
Table 7.x.1: Additional simulation assumptions applicable for this section
	Parameters
	Comments

	Cell transmit timing
	Ideal sub-frame boundary alignment

	Antenna pattern
	2D-pattern as defined in section 6.1

	Channel Model
	PA3, VA3 

	Multiflow-UE Receiver Type
	Type 3i 

Percentage of Multiflow capable UEs: 30%

	Legacy-UE Receiver Type
	Type 2
Percentage of legacy UEs: 70%

	Flow control on Iub
	Ideal and instantaneous

	HS-DPCCH decoding
	Ideal


7.x.2.2 Performance results
The following cumulative distribution function (cdf) plots depict the throughput for non Multiflow capable UEs only. The throughput cdf in a network in which Multiflow has not been activated is plotted alongside the cdf relating to a network in which Multiflow is applied for Multiflow-capable users.
Figures 1 and 2 show results for inter-site Multiflow in the context of three-fold sectorization and for a pedestrian A and vehicular A channel model, respectively. We can see that the performance of all legacy UEs is more or less the same regardless of whether Multiflow is applied to other terminals or not. When looking into the performance of legacy UEs in certain locations, however, we can see that UEs in softer HO areas in fact see a slight burst rate increase. This is because these terminals can benefit from the fact that Multiflow-capable terminals require fewer resources, while the detrimental impact from an increased interference floor due to Multiflow is low. For UEs located in SHO areas, these two effects balance out, so that the overall performance is the same as in a system without Multiflow.
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Figure 1. Impact of Multiflow (3-fold sectorization, inter-site) on legacy type 2 terminals - channel model PA3.
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Figure 2. Impact of Multiflow (3-fold sectorization, inter-site) on legacy type 2 terminals - channel model VA3.
7.x.3 Results with 3-fold sectorization, intra-site Multiflow

Figures 3 and 4 now show results for a usage of intra-site Multiflow, again for a pedestrian A and vehicular A channel, respectively. We can see that the average performance of all legacy UEs is in fact slightly improved. 
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Figure 3. Impact of Multiflow (3-fold sectorization, intra-site) on legacy type 2 terminals - channel model PA3.
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Figure 4. Impact of Multiflow (3-fold sectorization, intra-site) on legacy type 2 terminals - channel model VA3.
7.x.4 Results with 6-fold sectorization and inter-site Multiflow
For completeness, we also show results for 6-fold sectorization and inter-site Multiflow in Figures 5 and 6. Though the portion of UEs in a softer HO area is now slightly increased, the conclusions are the same as in the cases of 3-fold sectorization, and the impact of Multiflow on legacy terminals is once again negligible. Note that the simulated density of users is the same as in the case of 3-fold sectorization, hence the plots shown are now for 0.5 users per cell and 8 users per cell, as the cell sizes are halved.
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Figure 5. Impact of Multiflow (6-fold sectorization, inter-site) on legacy type 2 terminals - channel model PA3.
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Figure 6. Impact of Multiflow (6-fold sectorization, inter-site) on legacy type 2 terminals - channel model VA3.
7.x.4 Results with 6-fold sectorization and intra-site Multiflow
Finally, Figures 7 and 8 show results for 6-fold sectorization and intra-site Multiflow. The conclusions are the same as in the case of 3-fold sectorization.
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Figure 7. Impact of multiflow (6-fold sectorization, intra-site) on legacy type 2 terminals - channel model PA3.
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Figure 8. Impact of Multiflow (6-fold sectorization, intra-site) on legacy type 2 terminals - channel model VA3.
7.x.x Conclusion

In this contribution, we have shown that Multiflow has a rather minimal impact on the performance of legacy type 2 UEs. In principle, two effects are observable:

· Legacy type 2 terminals are slightly degraded in performance due to an increased interference floor

· Legacy type 2 terminals obtain slightly increased performance due the fact that Multiflow-capable terminals require less resources
The weight of these two effects slightly varies for different scenarios, but in general any potential degradation of legacy type 2 terminal performance is negligible.















