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1 Introduction

Coordinated transmission in support of interference aware receivers is one flavour of CoMP studies. In this contribution we discuss system level modelling options for two different interference aware receivers. The first one is a linear MMSE receiver which estimates the received signal covariance from the received data samples and the second one uses DM-RS to estimate the same information. This paper is a resubmission from [1].
2 System model and linear receiver performance
One performance metric for evaluating linear filter performance is the output mean square error [2]
	[image: image1.emf]MSE = E ሺ ԡ 𝐱 − 𝐰 𝐫 ԡ 2 ሻ  


	(1)


for a linear system model
[image: image2.emf]𝐫 = 𝐇𝐱 + ෍ 𝐇 𝒊𝒏𝒕𝒆𝒓𝒇 , 𝒋 𝒍𝒌𝒋 𝐱 𝒊𝒏𝒕𝒆𝒓𝒇 , 𝒋 + 𝐧 𝒕𝒉𝒆𝒓𝒎𝒂𝒍 = 𝐇𝐱 + 𝐧  


where H and x equals channel matrix and transmitted symbol of interest. The Hinterf and xinterf model the interference from other interfering transmission points and nthermal models thermal noise. The large scale parameters can be assumed to be included in the channel matrix and thus it is possible to assume that E[xxH] = I. Note that this model can be applied to precoded MIMO by combining precoding into the channel matrix. The same model also applies to MU and SU MIMO systems since additional sources of interference can originate from same or different cells being compatible with the model in [3]. For simplicity, one can redefine the total interference as n which is colored. Expanding (1) leads to
	[image: image3.emf]MSE = 1 − 𝐇 H 𝐰 H − 𝐰𝐇 + 𝐰 ሺ 𝐇𝐇 H + 𝐂 n ሻ 𝐰 H  


	(2)


Calculating the gradient and searching for the minimum leads to the well known linear minimum mean square error (LMMSE) receiver whose filter may be expressed as
[image: image4.emf]𝐰 = 𝐇 H ሺ 𝐇𝐇 H + 𝐂 n ሻ − 1 = 𝐇 H ሺ 𝐂 rr ሻ − 1  


where Crr=HHH+Cn. The corresponding MSE may be expressed as
[image: image5.emf]MSE = 1 − 𝐇 H ሺ 𝐇𝐇 H + 𝐂 n ሻ − 1 𝐇  


for the ideal solution.
The receiver solutions
As proposed also in [4], one can estimate the received signal covariance from the received data samples. The algorithm is referred here as the data sample based algorithm. In this case the filter coefficients are expressed as
	[image: image6.emf]𝒘 data = 𝐇 ෩ H ൫ 𝐂 ෨ rr , data ൯ − 1  


	(3)


where channel estimates [image: image8.png]


are used. In addition, the received signal covariance is estimated from data samples as
[image: image9.emf]𝐂 ෨ rr , data = 1 𝑁 data ൗ ሾ 𝒓 ሺ 𝑛 ሻ ⋯ 𝒓 ሺ 𝑛 + 𝑁 data ሻ ሿ ሾ 𝒓 ሺ 𝑛 ሻ ⋯ 𝒓 ሺ 𝑛 + 𝑁 data ሻ ሿ H = 1 𝑁 data ൗ 𝐑𝐑 H  


The columns in R are independent and each column has covariance Crr, hence the estimate is a Wishart random matrix, i.e. [5]
[image: image10.emf]𝐂 ෨ rr , data ~ 𝑊 𝑛 ሺ 𝑁 data , 𝐂 rr ሻ  


Note that the requirement that each column has the same covariance means that it must be assumed that channel does not change during the measurement block. Furthermore, it needs to be assumed that the transmitted symbols are complex Gaussian distributed.
An alternative algorithm can be defined where the received signal covariance is estimated from the DM-RS RE locations by utilizing the channel estimates. In other words the filter coefficients are expressed as
	[image: image11.emf]𝒘 drs = 𝐇 ෩ H ൫ 𝐇 ෩ 𝐇 ෩ H + 𝐂 ෨ ii , d rs ൯ − 1  


	(4)


The covariance of the residual interference on the DM-RS REs [image: image13.png]Ciiars



is as follows:
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	(5)


where the rp and p are the received DM-RS REs and DM-RS modulation symbols of serving cell respectively. This matrix can also be considered to be a Wishart random matrix 
[image: image15.emf]𝐂 ෨ ii , drs ~ 𝑊 𝑛 ൫ 𝑁 d rs , 𝐂 ii , drs ൯  

 
Where
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	(6)


where[image: image18.png]H=H+n,



 and Cpp equals channel estimate noise covariance. 
For simplified modelling, it is assumed that channel estimation noise np is uncorrelated from the received DM-RS symbol of question rp. The channel estimate is obtained through filtering the same symbol set, which actually means that depending on the channel estimation filter and assumed interference and noise level, the estimation noise could in fact be correlated between the samples which are sampled from the frequency and time domains. Considering that relatively good quality channel estimates are made based on DM-RS, the magnitude of the diagonal elements of Cpp should be relatively small compared to the total interference power. Hence, further simplification of equation (6) could be assumed in system-level modelling resulting in
	[image: image19.emf]𝐂 ii , drs = 𝐂 rr − 𝐇𝐇 H  


	(7)


On the other hand, there are cases on the poor channel estimation quality in the network. Hence further development on the model could be considered.
System level modelling

The output SINR of linear filter can be calculated at a system level and this is typically mapped to packet error rate. Therefore, the system level modelling of the different interference aware receivers boils down to the modelling of errors in the receiver filter. The following approaches can be used:
· The Wishart random matrices assuming certain covariance and degrees of freedom can be generated as also shown in [4]
· For data sample based algorithm : 

[image: image20.emf]𝐂 ෨ rr , data ~ 𝑊 𝑛 ሺ 𝑁 data , 𝐂 rr ሻ  


· For DM-RS based algorithm : 

[image: image21.emf]𝐂 ෨ ii , drs ~ 𝑊 𝑛 ൫ 𝑁 d rs , 𝐂 ii , drs ൯  


· The receiver filter realization is calculated as in (3) or (4).
Algorithm comparison in terms of MSE
The data (3) and DM-RS (4) sample based algorithms are briefly compared in terms of the MSE from (1) in one exemplary condition using assumptions:

· Flat fading channel

· Covariance matrix error modelled using Wishart random matrices as described in previous section

· Channel estimation error modelled by adding white noise as described in previous section.

· Number of DM-RS symbols per PRB equals 12

· Number of data symbols per PRB equals 120

· Power of own base station 1.0

· Power of one interfering base station 0.25

· Power of thermal noise 0.1
· 2 receive antennas

· 1 transmit antenna

· Channel estimate SNR:

· 12/(0.25+0.1) = 15.4 dB if channel estimation is done separately for each PRB

· NPRB*12/(0.25+0.1) if channel estimation is done separately over NPRB PRB

As can be seen from the Figure 1 and Figure 2, the estimator performance increases as the number of covariance estimation samples is increased. However, the reduction of MSE is not significant considering that up to 1200 data or 120 DM-RS symbols are available for the parameter estimation if the estimation block size is 10 PRB. Note also that use of MSE might not be the best metric for performance comparison because it is considered as an error if the estimator output is scaled. If the receiver estimates the output symbol amplitudes, this scaling can be compensated. 
The difference between the figures is in the channel estimate quality. The SNR of the channel estimate increases as the bandwidth increases in Figure 2 but is constant in Figure 1. Performances of both algorithms improve if the channel estimate quality improves. The data sample based algorithm has higher error level.

The better performance of the DM-RS based algorithm could be explained by improved handling of cross correlation between the desired signal and interference in the received signal covariance matrix. This cross correlation is zero in the DM-RS based algorithm as it should be.
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Figure 1. MSE performance assuming n PRB (n=1-10 PRB) wide covariance estimate and 1 PRB wide channel estimate.
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Figure 2. MSE performance assuming n PRB (n=1-10 PRB) wide covariance and channel estimate.


3  Simulation evaluation
As the Wishart random matrix error model and the MSE evaluation above contain a lot of assumptions and simplifications, the performance of the model is also verified by using link level simulations. These are made with a multi-link simulator where a hexagonal grid of cells is used to generate interference. Parameters follow the ones in the appendix. Note that in a multi-link simulator, the true interference estimation can be performed, hence one can better assess the accuracy of Wishart error emulation which is to be applied in system level results. Three main receiver categories have been considered, with respect to interference knowledge: white noise interference (MRC-for benchmarking purposes), IRC with interference estimation on data symbols (hence on PDSCH REs), IRC with interference estimation on DM-RS symbols. Detailed legend explanations are presented below.
· “WN 1RB”, interference is assumed to be diagonal but the interference is estimated from DM-RS locations. DM-RS based channel estimates are used.
· “data IRC x RB”, interference aware receiver which estimates the covariance from the data symbols as shown in the previous section. Estimation is done over x PRB, where x is mentioned in each figure legend. DM-RS based channel estimates are used.
· “data wishart IRC x RB”, interference aware receiver whose ideal covariance matrix is perturbated by the described error model. Estimation is assumed to be done from the data symbols over x PRB. DM-RS based channel estimates are used (no error model needed in link level).
· “DRS IRC x RB”, interference aware receiver which estimates the covariance from the DM-RS REs as shown in the previous section. Estimation is done over x PRB. DM-RS based channel estimates are used.
· “DRS wishart IRC x RB”, interference aware receiver whose ideal covariance matrix is perturbated by the described error model. Estimation is assumed to be done from the DM-RS REs over x PRB. DM-RS based channel estimates are used (no error model needed in link level).
It can be observed that the system level models match relatively well to the performance of the simulated algorithms. It can also be observed that although the error model is not accurate in the frequency selective channel the performance is relatively well replicated by the system level model. One should also note the poor performance of the data symbol based algorithm which was also visible in the MSE results. Even the receiver assuming white noise typically outperforms this interference aware receiver.
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Figure 3. Data symbol based interference aware receiver in flat fading channel.
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Figure 4. Data symbol based interference aware receiver in SCM urban macro channel.
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Figure 5. DM-RS symbol based interference aware receiver in flat fading channel.
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Figure 6. DM-RS symbol based interference aware receiver in SCM urban macro channel.


4 Proposal for system level modeling

· [image: image31.png]Corars™Wo(Nars: Cisars)



The Wishart distributed random matrices assuming certain covariance and degrees of freedom can be generated as also shown in the appendix 8
· For DM-RS based algorithm :                                ,           where the ideal  residual interference on the DM-RS samples is perturbated by the Wishart distributed random matrices
· Cii,drs= Crr-HHH + Cpp And Crr=HHH+ Cn, the Cpp equals DM-RS estimation error 
· [image: image32.png](RA" + Cuord)



For DM-RS based algorithm considering that relatively good quality channel estimates are made based on DM-RS, the magnitude of the diagonal elements of Cpp should be relatively small compared to the total interference power. Hence, further simplification of above equation could be assumed in system-level modelling resulting in 
Cii,drs= Crr-HHH
·  The filter coefficients are                                                      where [image: image29.png]


is the estimated channel. 
5 Conclusion
System level modelling of two different interference aware receiver algorithms have been discussed in this paper. The results indicate that while studying performance of different receivers at system level, one should consider the different sources of errors in order to gain more realistic view on the performance. Wishart based error modelling is one way of implementing more realistic IRC in system level. Several possible implementations can be considered, by taking into account the data samples or the DM-RS data points. We have been showing that the data sample approach has shortcomings with respect to the DM-RS based solution, one explanation being the fact that DM-RS based solution succeeds in zeroing out the cross correlation between the own cell signal and the interference, something which is not successfully done by the data based approach. In a companion paper [6] we confirm by system level results that the DM-RS -based Wishart error modelling provides accurate results.
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7 Appendix: Simulation parameters
	parameter
	value

	carrier frequency,                           
	2e9 Hz

	pathloss model                              
	128.1 + 37.6*log10(dist[km]) 

	shadow fading model                        
	log normal, deviation 8 dB

	shadowing  correlation                             
	0.5

	fast fading model            
	flat fading or SCM urban macro, BS AS 15 degrees

	Path delays 
	Random according to case C2 in winner D5.2

	path power
	Random according to case C2 in winner D5.2

	number of cell tiers
	2, inter site distance 500 m

	bandwidth 
	10MHz. 

	UEs per cell
	1 

	MinBSMSSeparation                 
	35 m

	BTSAntennaHeight                     
	15 m

	antenna pattern                             
	3D three sectors per site 

	BTSAntennaGain                         
	14 dB 

	MobileNoiseFigure                       
	9 

	mobile speed                                    
	3 km/h 

	antenna correlation                            
	ULA, antenna separation 0.5 lambda for BS and UE 

	MIMO scheme
	Precoded 2x2 MIMO, LTE R8 codebook, link and rank adaptation

	CSI-RS
	Yes

	DM-RS
	Yes

	BS tx power                                   
	48 dBm 

	Interference covariance estimation
	Based on estimation or error model as described in the paper

	Interference PRB bundling level
	1, 2 or 5 PRBs


8 Appendix: Generation of Wishart distributed random matrices

Assuming  that Cii,drs= LLH is decomposed using Cholesky decomposition, the Wishart distributed random matrix equals  Cii,drs= LAAHLH where [7]
[image: image30.emf]𝐀 = ൦ ඥ 𝑐 1 0 0 𝑛 2 , 1 ⋱ 0 𝑛 𝑁𝑟𝑥 , 1 … ඥ 𝑐 𝑁𝑟𝑥 ൪  


Is a matrix with random entries such that ni,j~CN(0,1) and ci~Χ22 (n-i+1). Note that complex distributions should be used.
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