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Discussion
1 Introduction

At previous RAN1 meetings, some simulation results on system performance evaluation of SF-DC scenarios were provided. In this contribution, we present the system performance evaluation of Inter-NodeB SF-DC aggregation in uniform loading scenario and 100% penetration with realistic RLC and flow control. 
2 Simulation Assumptions
The simulation assumptions are shown in Table 1 based on [1], which is used to study the performance of SF-DC Aggregation across 2 cells. The performance of the following scenarios are compared between baseline SC-HSDPA scenario and SF-DC HSDPA scenario, while the aggregation feature across two cells (SF-DC HSDPA) is not available in the baseline SC-HSDPA scenario.

Table 1: Simulation Assumptions

	Parameters
	Comments

	Cell Layout
	Hexagonal grid, 19 Node B, 3 sectors per Node B with wrap-around

	Inter-site distance
	1000 m

	Carrier Frequency
	2000 MHz

	Path Loss
	L=128.1 + 37.6log10(R), R in kilometers

	Penetration loss
	10 dB

	Log Normal Fading 
	Standard Deviation : 8dB

Inter-Node B Correlation:0.5

Intra-Node B Correlation :1.0

	Max BS Antenna Gain
	14 dBi 

	Antenna pattern
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Mandatory: 

                                                             = 70 degrees,

                                                        Am = 20 dB                                                              


	Number of UEs/cell
	1, 2, 4, 8, 16, 32

UEs dropped uniformly across the system

	Channel Model
	PA3, VA3

Fading across all pairs of antennas is completely uncorrelated.

	CPICH Ec/Io
	-10 dB

	Total Overhead power
	30%

	UE Antenna Gain
	0 dBi

	UE noise figure
	9 dB

	Thermal noise density
	-174 dBm/Hz

	Maximum Sector

Transmit Power
	43 dBm 

	Soft Handover Parameters
	R1a (reporting range constant) = 6 dB,
R1b (reporting range constant) = 6 dB

	HS-DSCH 
	Up to 15 SF 16 codes per carrier for HS-PDSCH

-Total available power for  HS-PDSCH and HS-SCCH is 70% of Node B Tx power, with HS-SCCH transmit power being driven by 1% HS-SCCH BLER, or 

HS-PDSCH HARQ: Both Chase combining and IR based can be used. Maximum of 4 transmissions with 10% target BLER after the first transmission. Retransmissions are of highest priority.

	HS-DPCCH 
	9 slot CQI delay

CQI estimation noise may be added

	Number of H-ARQ processes
	6

	Maximum active set size
	3

	Traffic
	Bursty Traffic Source Model

File Size: Truncated Lognormal,  
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 , Mean = 0.125 Mbytes Maximum = 1.25 Mbytes

Inter-arrival time: Exponential, Mean = 5 seconds

	OCNS
	 OCNS=0, namely all sectors transmit at full power only when they have data. 

	DL Scheduling
	The companies should describe the scheduling used. One example scheduling approach described below:
· For Inter-NodeB aggregation, the scheduler at each cell is independent without any information exchange. 

· For a UE i, served by cell k, either as the primary or secondary serving cell, its priority is the classic PF metric: Rreq, i,k/( αi,k Rserved,i,k) where Rreq, i,k is the requested data rate based on CQI, Rserved,i,k is the average served rate and αi,k is a scaling factor. 

· For each cell, two classes of UEs are defined during scheduling,

· Class A: UEs that have this cell as serving (via strongest link).

· Class B: UEs that do NOT have this cell as serving (via weaker link).

· Class B UE has absolute lower priority compared with a class A UE unless the class B UE has pending retransmission in which case it will be treated the same as a Class A UE.

	Number of MAC-ehs entities
	· For Inter-NB schemes, there are two MAC-ehs entities at the UE, one for each cell

	RLC layer modeling
	The basic RLC parameters are as following:
· RLC PDU size is fixed as 656 bits
· RLC window size is 2048 (the same to transmitted RLC window size and received RLC window size)
· RLC PDU header is 2 bytes
· RLC Status Report is triggered periodically by every 100 ms
The following RLC modeling is for Inter-NB scheme only (referenced in [2]).

· For each RLC sequence number gap, RLC sender at RNC distinguishes whether the gap is caused by skew or genuine loss
· RNC keeps a record on which cell a RLC PDU is sent to for the first time and which RLC PDU has been retransmitted

· RNC calculates the largest sequence number ACKed in each cell

· For each reported sequence number gap 

· If the PDUs in the gap have never been retransmitted, and the sequence number in the gap is larger than the largest sequence number ACKed in the same cell, the sequence number gap is identified as skew

· Otherwise it is identified as a genuine loss

· RLC retransmission
· If a NACKed PDU is a genuine loss, retransmit the PDU
· If a NACKed PDU is a skew, 
· A timer called RetransmissionDelayTimer is started

· The PDU will be retransmitted if the PDU has not been ACKed when the RetransmissionDelayTimer expires. 

· In this simulation, RetransmissionDelayTimer is 300ms.

· Existing Status PDU format and reporting mechanisms remain the same

	Iub Flow control modeling
	The following flow control modeling is for all UEs:
(1) Each serving NodeB generates the flow control request every 40ms

(2) The amount of data to request is calculated as following:

(a) Calculate the time to send out the buffer data
TSEND = QLEN / QVOUT
QLEN 
is the current length of MAC buffer
Qvout 
is the throughput on the air interface within certain period. the initial value is 64 kbps
(b) Check the TSEND to estimate the status of current MAC buffer. For example, if TSEND is larger than a certain value, then the MAC buffer is in HIGH loaded status.
(c) Calculate requested bandwidth according to QVOUT and the status of current MAC-ehs buffer by step (b) 
(d) Calculate capacity allocation parameters such as interval, repetition period, credits (requested MAC-d PDU number) 
(3) RNC treats the Node B request as credits

(4) Based on the credits, RNC can send data to Node B whenever there are data available

In addition, Inter-NodeB scheme requires the following flow control features

· When the RNC needs to send data to both Node Bs but does not have enough data to fill the total amount of the two credits, the RNC sends data to each Node B in proportion to its credits
It is noted that the Flow Control delay is ideal on Iub, i.e. RNC will start downlink data transmission to NodeB in time after receiving capacity allocation request from NodeB. 


	HS-DPCCH Decoding
	Ideal 

	MP-HSDPA   UE capabilities
	All MP-HSDPA UEs are capable of 15 SF 16 codes and 64QAM for each cell 

Percentage of MP-HSDPA capable UEs : 30%

	Legacy UE capabilities
	(1) Single Rx LMMSE (Type 2)

	UE distribution 
	UEs uniformly distributed within the system 

	Secondary serving cell
	The secondary strongest cell in the UE active set, based on path loss and shadowing, is the secondary serving cell. For Intra-NB schemes, secondary serving HS-DSCH cell is further restricted to be at the same Node B as the primary serving cell


3 Simulation Results
3.1 Burst Rate Gains

In this simulation scenario, there are about 35% users in soft handover region. For the baseline scenarios, SF-DC operation is not available, i.e. all UEs are served only in one serving cell for HSDPA data. For SF-DC scenarios, SF-DC operation is available, i.e. UEs can be served in two serving cells of active set for HSDPA data if they are SF-DC capable and in soft handover region.
Figure 1 and 2 show the CDF of the average burst rate for 1 user/cell and 8 users/cell. As seen in these figures, legacy users will not suffer burst rate degradation due to SFDC scheduling.
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figure 1: CDF of Average Burst Rate, 1 user/cell
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figure 2: CDF of Average Burst Rate, 8 users/cell

Figure 3 and 4 show the CDF of average soft HO user burst rate for 1 user/cell and 8 uses/cell, and figure 5 and 6 show the CDF of average soft HO user burst rate. It is seen that SFDC Capable soft HO UEs will benefit a lot by SFDC operation when user number is small.
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figure 3: CDF of Average Soft HO user Burst Rate, 1 user/cell
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figure 4: CDF of Average Soft HO user Burst Rate, 8 users/cell

The following figures show the average user burst rate as a function of user number per cell. It can be seen that when the user number per cell is no larger than 8, the burst rate gain is significant. However, when the user number is 16, there is burst rate degradation around 17%.
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figure 5: BR for SFDC Capable soft HO UEs

[image: image7.png]Mean Soft Handover User BR Gain (%)

PA3 Channel (SFDC Capable Soft

40.00%

30.00%

20.00%

10.00%

0.00%

-10.00%

-20.00%

HO UEs)

——SFDC

oS

\r—-——"\

2 4
Users per cell

8 16





figure 6: BR gain for SFDC Capable soft HO UEs
The reason is that when there are large users in a cell, the traffic from different users overlap more frequently, class B users will suffer more buffering time in the NodeB due to NodeB algorithms mentioned above, which affected the user burst rate for these users.

3.2 RLC Statistics
The following table 2 shows the RLC transmission rate for SFDC Capable UEs. The retransmission rate is defined as total retransmission data over total transmitted data. It can be seen that the retransmission rate is small for all cases. It is also noted that there is no RLC window limitation.
Table 2: RLC Retransmission Rate for SFDC Capable Users
	UE per cell
	1
	2
	4
	8
	16

	Baseline: overall RLC transmission rate
	3.2E-05
	2.6E-05
	4.4E-05
	1.7E-04
	1.8E-04

	SFDC: overall RLC transmission rate
	1.7E-04
	1.5E-04
	2.1E-04
	2.8E-04
	2.6E-04


Figure 7 and figure 8 show the CDF of RLC PDU delay. The RLC PDU delay is defined as from the time a RLC PDU is constructed at RNC to the time the RLC PDU is successfully received by the RLC receiver. It can be seen that SFDC helps reduce the RLC PDU delay when user number per cell is small, however, when there are 16 UEs per cell, the SFDC user will suffer more delay, the reason can be found in 3.1 and as a result the burst rate will be affected accordingly. 
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figure 7: RLC PDU Delay CDF (1 Ue per Cell)
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figure 8: RLC PDU Delay CDF (1 Ue per Cell)
4 Conclusion
In this contribution we provided system performance evaluation of Inter-NodeB SF-DC aggregation in uniform loading scenario and 30% penetration with realistic RLC and flow control. When user number per cell is small, SFDC could help reduce average RLC PDU delay and increase burst rate for soft HO users, however it is noted that when user number is large, SFDC user will suffer more time for data buffering on the secondary serving cell, and the flow control may not response to the throughput on the air interface, as a result SFDC user will suffer burst rate degrads by more NodeB buffering time. 
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