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1
Introduction
In [1], a basic framework to evaluate the system performance of the various Multi-Point HSDPA schemes was agreed upon. In [2], simulation results were presented to show the system gains of SF-DC aggregation assuming ideal RLC and flow control. In this contribution, we present system simulation results showing possible gains with SF-DC aggregation (both Intra-NB and Inter-NB) assuming realistic RLC and flow control, under the uniform loading scenario. In this document, we assume 100% UEs are SFDC capable. 
2
Basic System Level Parameters

Table 1 shows the basic simulation assumptions (as in [1]) used for the performance evaluation in the system. 
Table 1: System Simulation Assumptions for MP-HSDPA

	Parameters
	Comments

	Cell Layout
	Hexagonal grid, 19 Node B, 3 sectors per Node B with wrap-around

	Inter-site distance
	1000 m

	Carrier Frequency
	2000 MHz

	Path Loss
	L=128.1 + 37.6log10(R), R in kilometers

	Penetration loss
	10 dB

	Log Normal Fading 
	Standard Deviation : 8dB

Inter-Node B Correlation:0.5

Intra-Node B Correlation :1.0

	Max BS Antenna Gain
	14 dBi 

	Antenna pattern
	[image: image11.emf]dB
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                                                                        = 70 degrees,

                                Am = 20 dB


	Number of UEs/cell
	1, 2, 4, 8, 16, 32

UEs dropped uniformly across the system

	Channel Model
	PA3
Fading across all pairs of antennas is completely uncorrelated.

	CPICH Ec/Io
	-10 dB

	Total Overhead power
	30%

	UE Antenna Gain
	0 dBi

	UE noise figure
	9 dB

	Thermal noise density
	-174 dBm/Hz

	Maximum Sector

Transmit Power
	43 dBm 

	Soft Handover Parameters
	R1a (reporting range constant) = 6 dB,
R1b (reporting range constant) = 6 dB

	HS-DSCH 
	Up to 15 SF 16 codes per carrier for HS-PDSCH

-Total available power for  HS-PDSCH and HS-SCCH is 70% of Node B Tx power, with HS-SCCH transmit power being driven by 1% HS-SCCH BLER

	CQI
	9 slot CQI delay

CQI estimation noise is Gaussian with mean of 0 dB and variance of 1dB
CQI Decoding at Node-B is ideal.

	Number of H-ARQ processes
	6

	Maximum active set size
	3

	Traffic
	Bursty Traffic Source Model

File Size: Truncated Lognormal,  
[image: image1.wmf]0

.

0

   

736

.

11

=

=

s

m

 
Inter-arrival time: Exponential, Mean = 5 seconds

	OCNS
	 OCNS=0, namely all sectors transmit at full power only when they have data. 

	DL Scheduling
	· For Intra-NodeB aggregation, a single scheduler is assumed.

·  For Inter-NodeB aggregation, the scheduler at each cell is independent without any information exchange. 
· For a UE i, served by cell k, either as the primary or secondary serving cell, its priority is the classic PF metric: Rreq, i,k/( Rserved,i,k) where Rreq, i,k is the requested data rate based on CQI, Rserved,i,k is the average served rate. 

· For each cell, two classes of UEs are defined during scheduling,
· Class A: UEs that have this cell as serving (via strongest link).
· Class B: UEs that do NOT have this cell as serving (via weaker link).
· Prioritization:

· For Intra-NB schemes, Class A UEs have the highest priority.
· For Inter-NB schemes, two classes of UEs have the same priority.

	Number of MAC-ehs entities
	· For Intra-NB schemes, there is only one MAC-ehs entity at the UE. 

· For Inter-NB schemes, there are two MAC-ehs entities at the UE, one for each cell.

	RLC layer modeling
	A detailed description of RLC modeling can be found in [3].
· RLC PDU size is fixed as 300 bytes

· RLC PDU header is 2 bytes

· Timer_Status_Prohibit is 100ms
The following RLC modeling is for Inter-NB scheme only.
· For each RLC sequence number gap, RLC sender at RNC distinguishes whether the gap is caused by skew or genuine loss
· RNC keeps a record on which cell a RLC PDU is sent to for the first time and which RLC PDU has been retransmitted
· RNC calculates the largest sequence number ACKed in each cell
· For each reported sequence number gap 
· If the PDUs in the gap have never been retransmitted, and the sequence number in the gap is larger than the largest sequence number ACKed in the same cell, the sequence number gap is identified as skew
· Otherwise it is identified as a genuine loss
· RLC retransmission
· If a NACKed PDU is a genuine loss, retransmit the PDU
· If a NACKed PDU is a skew, 
· A timer called RetransmissionDelayTimer is started
· The PDU will be retransmitted if the PDU has not been ACKed when the RetransmissionDelayTimer expires. 
· In this simulation, RetransmissionDelayTimer is 300ms.
· Existing Status PDU format and reporting mechanisms remain the same
 

	Iub Flow control modeling
	A detailed description of the flow control algorithm can be found in Appendix A

The following flow control modeling is for all UEs

· Each serving Node B generates the flow control request every 60ms
· The amount of data to request is calculated to maintain a tight range of Node B queuing delay 
· RNC treats the Node B request as credits
· Based on the credits, RNC can send data to Node B whenever there are data available
In addition, Inter-NodeB scheme requires the following flow control features
· When the RNC needs to send data to both Node Bs but does not have enough data to fill the total amount of the two credits, the RNC sends data to each Node B in proportion to its credits

· Prioritization among the UEs: if a Node B contains the secondary serving cell for a SF-DC UE, RNC will not forward data to this cell whenever there are data for any legacy UEs in this cell or for any UEs using this cell as the primary serving cell.

	ACK Decoding
	Realistic Decoding performed. 

Correlator based decoding used. Received HSDPCCH symbols are correlated with each of the possible codewords and the codeword corresponding to the highest correlator output is chosen, subject to a given false-alarm probability (10%).
ACK C2Ps used for Baseline: Non-SHO (0 dB), SHO (4 dB) (Rel-7 ACKs)
ACK C2Ps used for Intra NB SF-DC: Non-SHO (2 dB), SHO (6 dB) (Rel-8 ACKs)
ACK C2Ps used for Inter NB SF-DC: Non-SHO (2dB), SHO (8 dB) (Rel-8 ACKs)

	MP-HSDPA   UE capabilities
	All MP-HSDPA UEs are capable of 15 SF 16 codes and 64QAM for each cell 

Percentage of MP-HSDPA capable UEs : 100% 
Note : In the baseline when MP-HSDPA UEs are replaced with non-MP-HSDPA UEs, the receiver type remains the same. Eg : In the baseline when 30% SF-DC-HSDPA UEs are replaced with non SF-DC-HSDPA UEs, these UEs are still Type 3i receivers.

	UE distribution 
	UEs uniformly distributed within the system 


3 
Simulation Results

We now present system simulation results for Intra+Inter-NB SF-DC aggregation with realistic RLC and flow control modelling. Before we look at results for specific scenarios, we first present some common observations: 
· We target 10% BLER after 1st HARQ transmission. The residual HS-PDSCH BLER is less than[image: image3.png]104



.  
· On the UL, the ACK decoding is correlator based. For Intra-NB aggregation, ACK is soft-combined. The ACK(DTX error for softer handover users is below 0.5%. 
· For Inter-NB aggregation, the Rel-8 ACK is decoded at both serving and secondary serving cells. Given that ACK C2P boosting is used, the ACK(DTX probability at the secondary serving cell is below 4%. 
· The percentage of UEs in softer and soft handover is around 9% and 36%, respectively. The total percentage of UEs in handover is around 45%.
· Through the simulation, all RLC packets are received at the RLC receiver. No packet is discarded due to reaching the maximum number of RLC retransmissions.
· No RLC window limitation is observed.

 3.1 
Burst Rate Gains
Figure 1 shows the burst rate for all the users with the PA3 channel when we have 1 and 8 UEs/cell. As shown in the figure, SF-DC helps improve burst rates. Figure 2 shows the normalized user burst rates for the same case. Note that the SF-DC curves are fairer than the corresponding baseline ones. 
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Figure 1: User Burst Rate CDF (1, 8 UEs/cell)
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Figure 2: Normalized User Burst Rate CDF (1, 8 UEs/cell)
In Figure 3, we plot the CDF of the burst rate for soft and softer handover users with 8 UEs/cell. It can be seen that SF-DC scheme improves the burst date rate significantly for soft and softer handover users. 
Figures 4 shows the burst rate gain for users as a function of geometry for 8 UEs/cell. Note that the plot covers all users, while only the soft and softer handover users among them are expected to see gains. As shown in the figure, users at low geometry see large burst rate gain.
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Figure 3: User Burst Rate CDF for Softer/Soft HO Users: 8 Users/Cell
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Figure 4: Gain Vs Geometry: 8 Users/Cell

Figure 5 shows the mean user burst rates for all the users. Figure 6 shows the mean burst rate gain per user for the same case. As load increases, the probability of a user in handover getting scheduled from both the serving and secondary serving cell decreases, thereby reducing SF-DC gains. 
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Figure 5: Mean Burst Rate Vs Users/Cell
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Figure 6: Mean Burst Rate Gain Vs Users/Cell

Table 2 shows gains in burst rate for all UEs, non soft handover, softer and soft handover UEs for different values of user loading in the cell.
Table 2: Burst Rate Gains
	
	Burst Rate Gains (%) 

	Users/Cell
	All UEs
	Non SHO UEs
	Softer HO UEs
	Soft HO UEs

	1
2

4

8

16

32
	9.0
10.3
7.3

4.8
0.5
0
	0
-0.2
-0.5
-0.8
-1.4
0
	46
43
38
34
20
1.4
	25
27
23
20
5.8
0


At a given number of users per cell, soft handover user gain is lower than that of softer handover users. The reasons are twofold:
The first one is that the geometry distribution of the softer and soft handover user populations is different. Soft handover often happens for users at low geometry, while softer handover can happen for users with median geometry. Users at very low geometries usually have more than 2 cells in the active set of comparable strength, unlike users in the median geometry region. This impacts Type 3i performance negatively in the low geometry region. So, the interference suppression gains that come from Type 3i receiver are higher in the median geometry region than in the low geometry region. For this reason, the gain for softer handover users is higher than the gain for soft handover users.
The other reason that decreases the burst rate gain of Inter NodeB SF-DC UEs is the interaction with non SHO UEs. When the network is loaded, the data transmission of Inter NodeB SF-DC UE on its secondary serving cell can be frequently interrupted by legacy UEs using this cell as the serving cell. As a consequence, the data on the secondary serving cell temporarily halts. However, this impact can be mitigated by reducing the time constant of the Proportional Fair scheduler.    
The impact from the SF-DC service to non SHO users is insignificant.

3.2 
RLC Statistics
Table 3 shows the RLC transmission rate for all UEs. The retransmission rate is small for all cases. Rare occurrence of RetransmissionDelayTimer expiration is observed when network is heavily loaded, and the impact on throughput degradation is negligible. Through the simulation, no RLC window limitation is observed.  
Table 3: RLC Retransmission Rate

	UE per cell
	1
	2
	4
	8
	16
	32

	Baseline: overall RLC retransmission rate
	0
	8E-5
	4E-5
	9E-5
	2E-4
	2E-4

	SF-DC
	Overall RLC retransmission rate
	1E-4
	3E-4
	4E-4
	4E-4
	1E-3
	5E-4

	
	RLC retransmission due to skew timer expiration
	0
	0
	0
	3E-5
	7E-4
	1E-4


Figure 7 shows the CDF of RLC PDU delay. The RLC PDU delay is defined as from the time a RLC PDU is constructed at RNC to time the PDU is received by the RLC receiver. It can be seen that SF-DC helps reduce the RLC PDU delay. This is mainly because the higher throughput achieved by SF-DC reduces the RLC PDU queuing delay in RNC. Moreover, the RLC delay reduction is even true when there are multiple users per cell and SF-DC service is subject to loading variations. 

[image: image10.emf]10

1

10

2

10

3

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

RLC PDU Delay (ms)

CDF

RLC PDU delay, all UEs, uniform loading

 

 

Baseline, 1 UE per cell

SF-DC, 1 UE per cell

Baseline, 8 UEs per cell

SF-DC, 8 UEs per cell


Figure 7 RLC PDU Delay CDF (1, 8 UEs per Cell)
4. 
Conclusions

In this document, we have shown significant burst rate gains in a system when Intra + Inter-NB SFDC operation are enabled, with focus on the case when 100% of the UEs are SFDC capable. The gain is realized with a realistic modeling of RLC and flow control. 
Overall system gains increase significantly with Intra+Inter-NB SFDC operation. A maximum gain of 45% is possible for users in softer, and 25% for users in soft handover at low loads.
Overall, the impact from the RLC skew is minor. The RLC retransmission rate is very small in general. The extra RLC retransmissions due to the expiration of the RetransmissionDelayTimer are negligible.  
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Appendix A:
Detailed Description of the Flow Control Algorithm
For each priority queue of a UE, the Iub flow control regulates the data rate sent from the RNC to Node B. There are two main parts in the Iub flow control: 

1 Node B algorithm to calculate the amount of data to request from RNC. 
2 RNC algorithm to respond to Node B flow control request. 

The Node B maintains an adaptive target queue length (QTarget). 

QTarget is linked to the estimated flow throughput through its upper bound, called QUpperBoundThrpt. QUpperBoundThrpt is adjusted dynamically to be proportional to the filtered throughput for the flow. The ratio between QTarget and the filtered throughput can be viewed as the targeted queuing time at Node B. This ratio is controlled in such way that it is a decreasing function of the filtered throughput and its range is within an upper and lower bound. 
The filtered flow throughput is measured only when the flow has a non-empty Node B queue. 

A.1
Flow control algorithm: Node B part

For the ease of presentation, let’s define the following terms: 

Variables: 
QTarget

Target of Node B queue length (in bytes)

QNB





   
Actual Node B queue length (in bytes), 

Thrptest

Estimated throughput (in kbps)

Thrptinstant





Instantaneous throughput (in kbps)

Tqueuing 

Target queuing time at Node B (in ms). 

QUpperBoundThrpt




An upper bound on QTarget based on Thrptest


Parameters: 

Tmax and Tmin

The upper and lower bound of Tqueuing. By default, Tmax=300ms and Tmin= 60ms. 


Thrptmax  and Thrptmin

The upper and lower bound of Thrptest in calculating the target queue. By default, Thrptmax is the peak rate of the UE. By default, Tthrptmin=100kbps. 


Thrptest,init

Initial value of Thrptest. By default, Tthrptest,init=1000kbps. 


Tc,fc

Time constant for the estimated throughput used by flow control. By default, Tc,fc=600 ms. 

Qtarget, max

A fixed upper bound of the target queue length(QTarget). By default, Qtarget, max=2MB. 

The following is a description of the Node B algorithm. 

1. Throughput estimation

The flow throughput estimation should not be updated when the Node B queue is empty. 

An IIR filter is used to update Thrptest per TTI:

Thrptest= (1-1/Tc,fc) Thrptest + (1/ Tc,fc) Thrptinstant 

 



if QNB>0, 

where 
Thrptinstant=TBS/2ms

if a new TBS is transmitted         
        
           







Thrptinstant=0
                
otherwise. 

Thrptest= Thrptest  (unchanged)

if QNB=0. 

In addition, Thrptest is bounded between Thrptmin and Thrptmax. 
2. Freezing target queue length when RNC queue is empty

The adaptation of QTarget is frozen when RNC indicates an empty queue in the CAPACITY REQUEST message.  

3. Queue length upper bound as a function of throughput

QUpperBoundThrpt is tied to Thrptest and Tqueuing: 

QUpperBoundThrpt=Thrptest*TQueuing 

where TQueuing is a decreasing function of Thrptest. One example is a linear function: 

 TQueuing= Tmax - ( Thrptest – Thrptmin )*(Tmax -Tmin)/ ( Thrptmax – Thrptmin )

Here TQueuing = Tmin when Thrptest. = Thrptmax , TQueuing = Tmax when Thrptest. = Thrptmin, and is a linear decreasing function of Thrptest.when Thrptest.is in between. This function is shown below in Figure A.1
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Figure A.1 TQueuing as a function of Thrptest. 

4. Further bounds on QTarget 

QTarget =min (QUpperBoundThrpt, Qtarget,max) where Qtarget,max is a fixed upper bound.

5. Initial value of Thrptest,init
This will be used to control the amount of data to request in the beginning of a new data session. 

6. Amount of data requested in Capacity Allocation

For each priority queue, the Node B attempts to maintain the target queue length(QTarget). Therefore, the Node B requests the following amount of data from RNC in each Capacity Allocation message: max(QTarget- QNB, 0). 

In addition, if the Node B contains the UE’s secondary serving cell, and there are data in that cell belong to legacy UEs, or UE in SF-DC with that cell as its primary serving cell, the amount of data to request is set to 0. 

A.2 
Flow control algorithm: RNC part
A.2.1
Prioritization between primary and secondary UEs

The primary UE for a cell is either a legacy UE or a SF-DC UE who has this cell as its primary serving cell. The secondary UE for a cell is a SF-DC UE who has this cell as its secondary serving cell. 
Suppose UE i is served by its primary serving cell k and secondary serving cell k’.  Whenever the RNC queue for any legacy user in cell k’ is not empty, or the RNC queue for any SF-DC user who has cell k’ as its primary serving cell is not empty, for UE i, the RNC ignores any CAPACITY ALLOCATION messages from cell k’ and only respond to such messages from cell k. 
A.2.2
Credit based algorithm

For UEs in Inter-Node B Aggregation, the flow control requests from both Node Bs are processed in a joint manner. The joint processing introduces a delay to the request which arrives at the RNC earlier. 

If the amount of data at RNC is less than the total amount of data requested from both Node Bs, and the secondary serving cell does not have any primary users with data, the RNC sends data to each Node B in proportion to its request. The unfilled part of the request is stored as the credit for that cell. 

For legacy UEs and UEs in Intra-Node B Aggregation, if the amount of data in the RNC queue is less than the total amount of data requested from the serving Node B, the RNC sends all the data and the unfilled part of the request is stored as credit. 

For UE in Inter-Node B Aggregation, if there are any credits recorded by the RNC, when new data arrive at the RNC buffer, the data will be sent at every Tchecking interval to both Node Bs in proportion to the credits. Here Tchecking is much shorter than the period for Node B request generation and RNC joint processing. 

For legacy UEs and UEs in Intra-Node B Aggregation, if there are any credits recorded by the RNC, when new data arrive at the RNC buffer, the data will be sent at every Tchecking interval to the serving Node B. The amount of data sent is limited by the credits. 

A.2.3

Pseudo-code of the algorithm

Let’s define the following variables for a UE in Inter-NodeB Aggregation: 

Dreq,primary 

Amount of data requested by the primary serving cell. 

Dreq,secondary

Amount of data requested by the secondary serving cell. 

Cprimary 


Remaining credit of the primary serving cell. 

Csecondary


Remaining credit of the secondary serving cell. 

Let’s define the following variables for a legacy UE or a UE in Intra-NodeB Aggregation: 

Dreq,serving

Amount of data requested by the serving Node B. 

Cserving


Remaining credit of the serving Node B. 

The following variables are defined for each UE: 

DRNC


Amount of data in RNC buffer.

credit


The ratio of DRNC and the total credits 

The following variables are defined for all the UEs in a cell: 

Flagpirmarytrafficpresent
There exist primary users in this interlace with non-empty queues at the RNC. 

The following parameters are for the entire RNC: 

Tchecking
Period for RNC to process the flow control algorithm. Tchecking =10 ms. 

Tfc
Period for RNC to jointly process the flow control requests. Default value is 60 ms. 

Smin
Minimum RNC buffer size below which the data will only be sent to the Node B where the primary serving cell resides. Default value is 300 bytes.
The following parameters are for each UE: 

toffset
Time offset for the periodic operations. It shall incorporate the offset in the Node B request generation, transmission delay from Node B to RNC and certain tolerance in RNC processing delay.

Let tRNC be the system time at RNC. 

The algorithm for a UE in Inter-Node B Aggregation is described as the following. 

1. Initialization: Please see A.2.4.  

2. At Tfc interval (namely if tRNC=nTfc+ tOFFSET)

a. If a flow control request arrives from the primary serving cell, set Cprimary =Dreq,primary. 

b. If a flow control request arrives from the secondary serving cell, set Csecondary =Dreq,secondary. 

3. At every Tchecking interval (namely if tRNC=nTchecking+ tOFFSET): 

a. if Flagpirmarytrafficpresent=0 for the secondary serving cell:

i. if DRNC > Smin: 

1. based on Cprimary, Csecondary and DRNC, compute credit


credit=DRNC/(Cprimary+Csecondary);

2. send min(credit, 1)*Cprimary to the primary serving cell and min(credit, 1)*Csecondary to the secondary serving cell;

3. set Cprimary=max(1-credit,0)*Cprimary, and Csecondary= max(1-credit,0)*Csecondary;

otherwise (DRNC ≤ Smin):

1. based on Cprimary and DRNC, compute credit:




credit =DRNC/Cprimary;

2. send min(credit, 1)*Cprimary to the primary serving cell;

3. set Cprimary= max(1-credit,0)*Cprimary, and leave Csecondary unchanged;

Otherwise (namely, Flagpirmarytrafficpresent=1 for the secondary serving cell)

i. based on Cprimary and DRNC, compute credit : 

credit =DRNC/Cprimary;

ii. send min(credit, 1)*Cprimary to the primary serving cell;

iii. set Cprimary= max(1-credit,0)*Cprimary, and leave Csecondary unchanged. 

The algorithm for a legacy UE, or a UE in Intra-Node B Aggregation is the following: 

1. Initialization: See A.2.4.

2. At every Tfc interval (namely if tRNC=nTfc+ tOFFSET): 

a. If a flow control request arrives from the serving Node B, set Cserving=Dreq,serving. 

3. At every Tchecking interval (namely if tRNC=nTchecking+ tOFFSET): 

a. based on Cserving and DRNC, compute credit




credit=DRNC/Cserving
b. send min(credit, 1)*Cserving to the serving Node B;

c. set Cserving= max(1-credit,0)*Cserving.
A.2.4

Initialization of the credits
The Node B shall send a flow control request immediately after any one of its cells is initialized for HS service. Subsequently, the flow control request periodically at Tfc interval. 

The RNC response to the initial Node B response is setting the credit of this Node B to the requested amount. This is an exception to the joint processing at the regular Tfc interval. 

� EMBED Equation.3 ���
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