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1 Introduction

In this contribution, we present a brief summary of the coordinated scheduling and coordinated beamforming schemes used in our Phase-1 and Phase-2 simulations [1][2].
2 Coordinated scheduling and coordinated beamforming schemes
Distributed scheduling schemes have the converge issues and the related backhaul burden is similar to the centralized schemes. Thus, we prefer to use centralized scheduling schemes for CoMP.

2.1 Centralized CS
For simplicity, we assume that one cell will serve only one UE in the same time-frequency resource. Our centralized scheduling method adapted from [3] has two concatenated schedulers:

· Frequency-domain single-cell scheduling, and
· Spatial-domain multi-cell scheduling.
2.1.1 Single-cell scheduling

In single-cell scenario, the conventional Proportional Fairness (PF) scheduling is widely used. The metric of each UE is defined by:
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where 
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 is the instantaneous rate calculated from CQI at the current TTI of the i-th UE, and 
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 is the average rate of the i-th UE. In our simulations, the first M UEs with highest metric values are selected as the candidates for the next-step spatial domain scheduling.

2.1.2 Multi-cell scheduling

In multi-cell scheduling, the centralized exhaustive search based scheme can be employed. According to the capacity criterion, in each cell one UE from the M candidates provided by the frequency-domain scheduler is selected. The UE-specific capacity metric can be defined as:
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where 
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is the capacity of  the i-th UE served by the i-th cell,
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 is the spatial channel matrix from the j-th cell to the i-th UE served by the i-th cell, 
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contains the indexes of the coordination set, 
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 is the number of layers for each UE, and 
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 is the beamforming weight for the i-th cell.

For simplicity, as our baseline, the beamforming weights may be generated by the single-cell SVD beamforming. Under this assumption, we have 
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is the eigenvectors of 
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, and the capacity of each UE can be simplified as:
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where 
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 is the first L maximum eigenvalues of 
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To introduce the fairness in spatial domain scheduling, we may use the following PF-like metric instead of the sum capacity stated in (3):
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where 
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 is the average capacity of the k-th candidate, 
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is a fairness factor.
In real beamforming operations, the SLNR-based CB may be used, which may potentially achieve further gains in CB. To mitigate the divergence problem in iterative processing based CB schemes, SLNR-based CB is applied immediately after coordinated scheduling. Then, the weight of beamforming is obtained as follows:
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where 
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 is the beamformer for the i-th transmission point, 
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 is the spatial channel matrix from the i-th cell to the j-th UE served by the j-th cell, 
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  denotes interference observed at the j-th UE excluding the received power from the j-th cell and interference from the i-th cell, and 
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 represents the first L eigenvectors with maximum eigenvalues.
In our preliminary simulations, we found that SLNR-based CB has a very similar performance as that of the single-cell SVD beamforming with CS enabled. The phenomenon was also observed in [3]. On the other hand, it may also be possible that we did not optimize the parameters used in the SLNR-based CB. To minimize the notation overhead, we generally denote both schemes as CS/CB. Further optimization on SLNR-based CB is FFS.

As a brief summary, the centralized scheduling consists of the following steps:

1. Step 1: Single-cell scheduling in frequency domain with the aid of CQI reporting;

2. Step 2: Multi-cell joint scheduling in spatial domain with the aid of the fedback spatial covariance matrices. The sum capacity is calculated by the exhaustive search before the UE-specific PF-like metric is calculated.

2.2 Feedback scheme
The Spatial Covariance Matrix feedback [4] is required for the scheduling and beamforming introduced above.
To reduce the feedback overhead and make use of the time/frequency correlation of spatial channel, hierarchical feedback structure, namely long-term/wideband feedback plus short-term/subband feedback, is used. In the long-term/wideband feedback, the eigenvectors and eigenvalues of long-term/wideband covariance matrix are subject to element-wise quantization. Due to the long period of long-term/wideband feedback, the feedback overhead can be negligible.
In the short-term/subband feedback, the eigenvalues are rescaled according to the short-term/subband covariance matrix based on a pre-defined real-numbered codebook. The smaller is the size of this codebook, the lower feedback overhead we have.
2.3 Remarks
In centralized CS and SLNR-based CB, the attainable performance heavily depends on the quality of the multi-cell spatial covariance matrix. In other words, their performance is sensitive to the CSI feedback accuracy.
Furthermore, the exhaustive search method was employed in our current centralized scheduling algorithm, which may not be nowadays practical systems. Nonetheless, the simulation results may be considered as an upper bound for CS/CB performance evaluations.

3 Conclusion

In this contribution, we have described the algorithms used in our coordinated scheduling and coordinated beamforming simulations [1][2]. Optimization of these algorithms is FFS.
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